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Abstract

Since the 1990s, more and more linguistic articles have pabhshed in the
framework of Construction Grammar. Although Kay and Fille@1999, p. 19)
make it clear that Constructions are not necessarily phrassst of the authors
suggest phrasal Constructions. This is especially apparéonstruction Gram-
mar-inspired studies in the HPSG framework.

In what follows, | show that the difference between phraggiraaches and
lexical approaches is not as great as is sometimes clairttbdygh selecting one
approach over the other may nevertheless have seriousquargzes. This discus-
sion focuses on resultative constructions, a phenomenowhich both phrasal
and lexical analyses have been suggested. | show that adecaisie number of
different Constructions must be postulated to accountlfaha patterns that may
arise from the interaction of the resultative constructidth both constituent re-
ordering and valence changing processes. Itis shown thatad, predicate com-
plexes, and derivational morphology pose considerablbl@nes for the phrasal
approach, while they are unproblematic for lexical ruledzhapproaches.

The discussion is relevant for all frameworks that do nottusesformations
to map phrasal configurations to other phrasal configuration
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1 Introduction

Since the 1990s, more and more linguistic articles have paétished in the frame-
work of Construction Grammar (CxG). Some influential pusiions are Kay and Fill-
more, 1999; Fillmore, 1999; and Goldberg, 1995. Althougly Kad Fillmore (1999,

p. 19) make it clear that Constructidrere not necessarily phrasal, most of the authors
suggest phrasal Constructions. This is especially apparé&onstruction Grammar-
inspired studies in the HPSG framework. See for instance 82@y7; Ginzburg and
Sag, 2001; Borsley, 2004; Haugereid, 2004.

In what follows | show that the difference between phrasgkapches and lexical
approaches is not as great as is sometimes claimed, altlselggtting one approach
over the other may nevertheless have serious consequenuissdiscussion focuses
on resultative constructions, a phenomenon for which bbthgal and lexical analyses
have been suggested. A considerable number of differergt€iaions must be pos-
tulated to account for all the patterns that may arise froeréordering of constituents
or the realization of the resultative construction in cartios with valence changing
processes. Itis shown that adjuncts, predicate complarédsjerivational morphology
pose considerable problems for the phrasal approach, thie§eare unproblematic for
lexical rule-based approaches.

An example of the resultative construction is given in 1. Tésultative construc-
tion consists of a verb that denotes some event and a segquédicate that provides
information about the result of the event. In 1, the secondeedicate predicates over
an NP that is not an argument of the verb. There are otherpaité resultative con-
structions, but they are not discussed here since theyrateviant to the issue under
discussion (see for instance Simpson, 1983 and Roths&#%,)1

(1) They drank the pub dry.

Such constructions have been analyzed as Small Clause®(dastance Hoek-
stra, 1988; den Dikken, 1995), as complex predicates wHexek and dry form a
constituent at some level of representation (Dowty, 1978ap@er 4.7 for English;
Neeleman and Weermann, 1993; Neeleman, 1995 for Englisbatoth; Miller, 2002,
Chapter 5 for German), or as phrasal constructions (Godli®®5; Jackendoff, 1997;
Goldberg and Jackendoff, 2004). In the following, | mainigaliss the question of
how the combination of the verb with the Nife puband the predicatéry is licensed.
Proponents of (phrasal) Construction Grammar suggestasahConstruction that li-
censes subject, verb, object, and secondary predicatasina phrasal Construction
that licenses verb, object, and secondary predicate as in 2b

(2) a. [SUBJ[V OBJ OBL]] (Goldberg, 1995, p. 192)
b. VP— V NP AP/PP (Goldberg and Jackendoff, 2004)

The lexicon-oriented approaches, on the other hand, dossot@e special phrase
structure rules for resultative constructions, but ratidgtitional lexical items that li-
cense the elements present in resultative constructieessnpson, 1983; Wunder-
lich, 1992, p. 45; Verspoor, 1997; Wechsler, 1997; Wechestet Noh, 2001; Miller,
2002 for analyses of English, German, and Korean resudtativmstructions).

Approaches like Goldberg’s face certain problems whennteraction with other
phenomena (e.g. passive, middle) is considered. In theWolh, | transfer Goldberg’s

1Throughout the paper | use the term ‘construction’ in a themutral way. For constructions in the
sense of Construction Grammar, | use ‘Construction’.



analysis to German and show that further problems arise SBerman has a much
freer constituent order than English and allows interactiith derivational morphol-
ogy. The problems that already exist in the analysis of Bhglire thus much more
apparent. The following sections deal with interactionsveen resultative construc-
tions and syntax (Section 2) and morphology (Section 5).I18\thiere are several phe-
nomena for which it is unclear what a phrasal analysis miggit like, it is clear that a
considerable number of phrasal Constructions is needexttiuat for the patterns that
can be analyzed. Proponents of CxG argue that this is nottdgoncsince the regular-
ities are captured in an inheritance hierarchy and suctritainee hierarchies can be
computed automatically from the set of Constructions thatséated by the grammar
writer. | show in Section 3 that the algorithm that was sutggby Kay (2002, Sec-
tion 7.1) does not work and that attempts to fix it lead to urntedrconsequences. In
Section 4, | discuss examples from Yucatec Maya that shoptssive cannot be an-
alyzed with reference to classification in an inheritanagdrichy. Section 6 discusses
the alternative lexical rule-based approaches and corspiagen with the phrasal ap-
proach. Section 7 discusses the question of whether ptappabaches are needed at
all. 1 show how phrasal approaches to other phenomena sudioass, for instance,
can be converted into lexical approaches. Section 8 dramie sonclusions.

2 Interactions between Resultative Constructions and
syntax

Goldberg (1995, p.192) assumes the following ConstrudiisrEnglish resultative
constructions:

(3) [SUBJ[V OBJ OBL]]

If one wishes to extend Goldberg’s analysis to German, on@saume a flat structure
of the German clause and assign the structure in 4 to the deamfp:

(4) [SUBJOBJ OBL V]

(5) (weil) sie dieNordsee leer fischen
becaus¢heythe North.Seaemptyfish
‘because they fish the North Sea empty’

Alternatively one could use binary branching structures this would in no way sim-
plify the grammar. On the contrary, one would be forced tegpeonstraints on trees
of a depth greater than one, and thus the constraints woultbbdocal, something
against which, for instance, Sag (To Appear) explicitiyeas

To give a full account of German resultatives, one has toamphe following
constituent order phenomena:

1. Arguments can be reordered.

(6) a. weil niemand denTeich Ileer fischt.
becaus@obody,omthe pond,cc emptyfishes
‘because nobody fishes the pond empty.

b. weil denTeich niemand leer fischt.
becaus¢he pond,cc nobodyomemptyfishes



2. The finite verb can appear in both initial (7) and final gosi(6).

(7) Fischtiemand denTeichleer?
fishessomebodythe pond empty
‘Does somebody fish the pond empty?’

3. Adjuncts may appear anywhere between arguments.

(8) a. dalschnelljemand denTeichleer fischt.
thatquickly somebodyhe pond emptyfishes

‘that somebody is fishing the pond empty quickly.
b. daRjemand schnelldenTeichleer fischt.
thatsomebodyyuickly the pond emptyfishes

c. daRjemand denTeichschnellleer fischt.
thatsomebodyhe pond quickly emptyfishes

4. Arguments and adjuncts belonging to resultative contms and predicates
that embed the resultative construction may be permutedhégideaved:

(9) a. weil niemand ihn denTeich leer fischensah
becaus@obody,omhimaec the pond,cc emptyfish  saw
‘because nobody saw him fish the pond empty’

b. weil ihn denTeich niemand leer fischensah
becausdim,c. the pondicc nobody,omemptyfish  saw

In 9, niemand‘nobody’) is dependent upasah(‘saw’), but in 9b it is serialized
between the resultative predicate and its subject.

In transformations-based accounts, constituent rearggdiionting, and passive can be
explained by movement operations. Adjunct serializatian loe explained by assum-
ing that adjuncts attach to VPs and the material from insfabe@VP is scrambled to
positions preceding the adjuncts. Such analyses are yseptted in nonderivational
constraint-based frameworks, and thus they are not anrofatigoroponents of phrasal
CxG analyses. Instead additional Constructions have tdifnélated that account for
patterns that are not covered by 4. In what follows, | showcwiConstructions one
needs to account for the patterns mentioned so far and fer otteractions with the
grammar of German.

2.1 Local reordering of constituents

Since subject and object may be permuted and since the vedppear both in initial
and in final position, at least the following Constructions aeeded:

(10) a. [SUBJOBJOBLV] c.[V SUBJOBJOBL]
b.[OBJSUBJOBLV]  d.[V OBJ SUBJ OBL]

20f course it is possible to distinguish between immediatmidance and linear precedence, as is
done in HPSG. The four Constructions in 10 could then be pséld into one. But the reorderings come
with information structure effects and given that otherdeoings such as Heavy-NP-Shift (Kay, 2002) and
Subject-Auxiliary-Inversion (Fillmore, 1999) in Englisire modeled by Constructions, it thus seems safe
to assume that proponents of phrasal Constructions woudil @onstructions for all the patterns. See also
Goldberg, 1995, p. 7 for a statement regarding the reprasemtof information about focused constituents
and topicality in Constructions. Comments about Constrostand information structure can also be found
in (Goldberg, 2006, p. 220).



In addition to cases like 6, there are examples with focug spwhich the resultative
predicate is separated from the verb. Neeleman (1994, mi8&% a Dutch example
with a resultative predicate separated from the base verbhwitansfers to German
easily:

(11) a. dafso griun selbstJandie Tur nichtstreicht
thatthatgreeneven Janthedoornot paints

‘that not even Jan would paint the door that green.’
b. daRso grun dieTir selbstJannichtstreicht
thatthatgreenthedooreven Jannot paints

c. daRJanso grin selbstdie Tlr nichtstreicht
thatJanthatgreeneven thedoornot paints

d. daReinesolcheTur so grin niemandstreicht
thata such doorthatgreennobody paints
‘that nobody paints such a door that green’

See also Lideling, 2001, p. 50 on resultative constructmaisfocus split.

As the examples show, the secondary predicate may be platecithe SUBJ and
OBJ or between the two NPs. In each case, both SUBJ OBJ and OBJ &e possi-
ble. To account for such linearizations, one would needdlieving Constructions:

(12) a. [OBLSUBJOBJV] e.[VOBL SUBJOBJ]
b. [OBLOBJSUBJV]  f. [V OBL OBJ SUBJ]
c.[SUBJOBLOBJV]  g.[V SUBJOBL OBJ]
d.[OBJOBLSUBJV]  h.[V OBJ OBL SUBJ]

2.2 Fronting

German is a verb second language. The position in front ofitfite verb is filled by
a single constituent that is extracted from the remainiagst. The fronted element
may be deeply embedded and, thus, a non-local dependemeypigad.

As far as resultatives are concerned, the subject 13a, jeetd3b, an adjunct 13c,
or the resultative predicate 13d can be fronted:

(13) a. ErfischtdenTeichschnellleer.
hefishesthe pond quickly empty
‘He is fishing the pond empty quickly.’
b. DenTeichfischter schnellleer.
the pond fisheshequickly empty

c. Schnelfischter denTeichleer.
quickly fisheshethe pond empty

d. Leer fischter denTeichnicht.
emptyfisheshethe pond not
‘He is not fishing the pond empty.’

The question how verbs are ordered is independent of the ofd@UBJ and OBJ and Goldberg could
assume an empty verbal head in clause final position thaigdeto an overt verb in clause initial position.
10a and 10b would then be sufficient and 10c and 10d would Hevsttucture [V [SUBJ OBJ OBL j]]
and [V; [OBJ SUBJ OBL j]], respectively. However, empty elements are usually @uiin Construction
Grammar. See Kathol, 1997 for a proposal regarding Gernmausel structure and Footnote 3 below for
remarks on traces.

In any case, for the passive and fronting cases discussed helditional Constructions are needed since
the passive involves valence change and fronting involvesnalocal dependency.



If one wants to avoid positing empty elemehtadditional Constructions for the
introduction of non-local dependencies are neetled:

(14) a. [V SUBJ OBL] (OBJ extracted)
b. [V OBJ OBL] (SUBJ extracted)
c. [V SUBJ OBJ] (OBL extracted)
d. [V OBJ SUBJ] (OBL extracted, OBJ and SUBJ permuted)

If one follows the phrasal approach, information aboutaotied elements cannot be
introduced lexically, since some parts of the Construcéimcontributed by the Con-
struction itself and hence cannot be accessed at the ldsiedl An analysis of extrac-
tion such as the one suggested by Bouma et al. (2001) is thamjmatible with the
phrasal approach to resultatives.

In addition to the Constructions in 14, one needs those inol&ctount for re-
sultative constructions in relative clauses and resuéiatonstructions in interrogative
clauses like those in 15:

(15) a. deMann,der denTeichleer fischt

theman whothe pond emptyfishes
‘the man who fishes the pond empty’

b. denTeich,denRichardleer fischt
the pond thatRichardemptyfishes
‘the pond that Richard fishes empty’

c. Erhatgefragtwie plattMax dasMetall gehAmmerhat.
hehasasked howflat Maxthe metal hammeredhas
‘He asked how flat Max hammered the metal.’

The relative phrase and the interrogative phrase, i.e. ih@sp containing the relative
pronoun or the interrogative pronoun, respectively is Ugaaalyzed as a phrase that
is extracted from the rest of the clause.

(16) a. [SUBJ OBL V] (OBJ extracted)

b. [OBJ OBL V] (SUBJ extracted)

c. [SUBJ OBJ V] (OBL extracted)

d. [OBJ SUBJ V] (OBL extracted)
The Constructions in 16 differ from those in (14) with regpecthe serialization of
the verb: relative clauses and interrogative clauses atefireal. 16 contains patterns
for the extraction of OBJ, SUBJ, and OBL (16a—c) and a foudhiruction in which

OBL is extracted and SUBJ and OBJ are permuted.
We also need extraction patterns for the focus split + raguét construction:

3See for instance Kay and Fillmore, 1999, p. 7, p. 14 for a tesseanalysis of extraction and Michaelis
and Ruppenhofer (2001, p. 49-50) and Goldberg (2006, p.A@estatus of empty elements in Construc-
tion Grammar. The analysis of English relative clauses ssiggl by Sag (1997) was developed in order
to eliminate the empty head that was necessary in the asalselative clauses in Pollard and Sag, 1994,
Chapter 5.

4See also Miiller, 2002, Chapter 6.2.5.1, Chapter 7.3 andeiillo Appear for discussion. An ap-
proach that corresponds to 14 is proposed by Haugereid,. 280e Haugereid does not use a valence
list that contains all the arguments of a head, he cannotgafite commonalities of Constructions with an
extracted subject and those with an extracted object. T8peotive Constructions have to be stipulated in
an inheritance network separately.

5Goldberg (2006, p. 155) cites Sag and Fodor (1994) for alesseccount of long-distance dependen-
cies in a monostratal framework. This analysis is the presiear of the Bouma, Malouf, Sag paper. Itis also
lexical and incomatibel with a phrasal analysis of resiitatonstructinos.



(17) a. [OBL OBJ V] (SUBJ extracted)
b. [OBL SUBJ V] (OBJ extracted)
c. [V OBL OBJ] (SUBJ extracted)
d. [V OBL SUBJ] (OBJ extracted)

The patterns in 17 are verb final and verb initial pattern& \8it/BJ or OBJ extracted
and OBL and the other remaining element permuted.

This subsection dealt with local constituent reorderind extraction, but the sur-
face pattern of the resultative construction may also chalg to changes in argument
realization. The next subsection discusses passives,nmidéives, and the middle
construction.

2.3 Passive, modal infinitives, and the Middle Construction

Resultatives can appear in agentive passive sentencesiflative passive sentences
(18b), in the middle construction (18c), and in modal infugtconstructions (18d):

(18) a. DerTeich wurdeleer gefischt.
the pond,cmwas fishedempty

b. DerTeich istleer gefischt.
the pond,omis fishedempty

c. DerWeinkeller trinkt sichschnellleer®
the wine.cellapomdrinksself fast  empty
‘What's in the wine cellar is drunk quickly.

d. DerTeich istbis Montagleer zufischen.
the pond,omis until Mondayemptyto fish
‘The pond has to be fished empty by Monday.’

The previous subsections show that one needs four Coristiadbr permutations
of subject and object, eight permutations for focus splitstnuctions in which the
resultative predicate appears between or in front of the g twelve Constructions
for traceless extractions (if we abstract away from locatdering, we still need four
Constructions). In addition we need the following Condiares to account for passive
together with reorderings, focus movement, and extrastion

(19) a.[SUBJOBL V] (passive) e. [V SUBJ OBL ] (passive)
b. [ OBL SUBJ V] (passive, focus m.) f. [V OBL SUBJ ] (passivectis m.)
c. [OBL V] (passive, SUBJ extracted) g.[V OBL] (passive, SUsktracted)
d. [ SUBJ V] (passive, OBL extracted) h.[V SUBJ] (passive,lO0Btracted)

On top of that, one needs Constructions for the middle coottn and for modal
infinitives. The middle suppresses the logical subject efwarb and adds a dummy
reflexive, which allows for additional permutations.

Since some of the arguments in the Resultative Constructiarbe introduced by
the Construction, passive cannot be treated as a lexicabpsp but must be treated
on the phrasal level. Therefore treatments in terms of &dicking Constructions as
suggested by Kay and Fillmore (1999, p.12) and MichaelisRuapgpenhofer (2001,
Chapter 4) or the more conventional analyses in terms ofdxules (Bresnan, 1982;
Pollard and Sag, 1987, p. 214-218; Muller, 2002, Chapterepacluded. Goldberg

Swunderlich, 1997, p. 118. See also Koch and Rosengren (p92%) for similar data.



(1995, p. 78-79) seems to have in mind some device that itasitaitransformatiors
or GPSG metarules, i.e., a rule that maps an active Conistnuatto a passive Con-
struction® The alternative to a metarule approach would be to assumdsiraat
Resultative Construction with constraints inherited byhban active and a passive
phrasal Resultative Construction (see also Figure 2 on p@yeAccording to Kay,
2005, Goldberg assumes such an explicit cross-classificatsoldberg and Jackend-
off (2004, p. 536, Fn. 4) also mention the interaction, batakact formalization of the
interaction is not discussed:

We set aside here passive and middle resultatives, su€heametal was
hammered flahkndThis metal hammers flat easiWe take it that these ex-
pressions are formed by composing the passive and middiractions
with resultative constructions.

Although Constructions can be represented compactly iaritdnce hierarchies,
the need to stipulate a special passive Resultative Catistinuand special extraction
variants for Resultative Constructions is rather unatitracSee Section 3 for a discus-
sion of the automatic computation of Construction hieregh

2.4 Adjuncts

A further problem seems to be adjuncts ligehnell(‘fast’) in 8. Since the adjunct
scopes over the semantic contribution of the Resultatives@oction, one needs a
Construction like 20 to account for 8c, unless one is willitngassume a discontin-
uous Resultative Construction that allows an adjunct tceappetween parts of the
Resultative Construction:

(20) [SUBJ OBJ Adjunct OBL V]

In what follows, | discuss approaches to adjuncts suggéstde Construction Gram-
mar literature and show that these proposals cannot be as@dlyze 8 and that there-
fore, the stipulation of Constructions like 20 seems ur@dabie. | start with the analy-
sis suggested by Kay and Fillmore (1999) and then turn toahigay (2005).

Constructional Introduction of Adjuncts Kay and Fillmore (1999) assume that
constituents in a VP are licensed if they appear in the valsatof the mother node of
the VP. Adjuncts are licensed by unifying a verbal structuith an adjunct Construc-
tion. As an example, they give the following lexical entry &orive (their Figure 5)
and theSetting Constructioftheir Figure 4)10:11

"Goldberg (1995, p. 7; 2006, p. 205) states that Constru&i@mmar is not transformational.

8Since Goldberg (1995, p. 192) assumes the complex struiat(ije GPSG metarules cannot be used to
map active Constructions to passive Constructions. GPS@raies apply to simple phrase structure rules
only, not to trees with a depth greater than one.

(i) [SUBJ [V OBJOBLJ]

A metarule approach could be assumed if the Resultative t@mtisn were a specialization of the rule in
2b.

9See Goldberg, 2006, p. 22, Fn. 3 for the stipulation ofRhassive ditransitive Constructipthat is, a
specific passive Construction that is relevant for ditrtaresiverbs only.

10The {}’ stands for an unspecified set, not for the empty set.

llsetting adjuncts are, for instance, those of time, place,candition. Such adjuncts are licensed by
the Setting Construction.
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(21) a. lexical entry foarrive:

catv

sem ' FRAME ARRIVE
ARGS {A}

val {[sem{A}]}

b. Setting Construction:

catv | ’
sem | rnee '] nnes 1))

val {[sem{[" ]}]}

The items in 21 provide information about the part of speetcthe respective
object (represented as value @4T), information about the meaning of the linguistic
object (represented as the valuesaM), and also refer to the valence of a linguistic
object (represented undesL). In 21a the semantics of a dependent element—that is
an element that is containedwaL —is identified with an argument slot in a semantic
frame. This is indicated by the ‘A. The Setting Construntie a Construction that has
to be unified with a verbal constituent already containirgsbene indexed as I. The
Setting Construction adds a scene, typically a location&mporal setting, indexed
as ll.

Kay and Fillmore want to extend the valence set of the lexacaty by unification
with the Setting ConstructionThe intended result is a structure that contains both the
element the verb originally selects in 21a and an additieleahent, namely the adjunct
contributed by th&etting ConstructionAccording to Kay and Fillmore the unification
of 21a and 21b plus additional information provided by theédal itembeforeis:

(22) Unification of 21a and 21b and the information in the daxientry ofbefore
according to Kay and Fillmore:

catv
sem ' FRAME ARRIVE| [" FRAME BEFORH
ARGS {A} "l ARGs {l,E}
CAT p
LEXICAL-HEAD before
val ¢ [sem{A}], oF obj
VAL
{[SEM E ]}_

But this presupposes a special definition of set unificatian &llows the extension of
the number of elements in a set. Since an element of a set mayalunified with
one element of the other set (the first elemergém in (21b) with the element iSEM

in (21a)), Kay and Fillmore’s version of unification cannet inderstood as a (multi)
set union as in Krieger et al., 2084.1f set unification can result in set union and in
element unification, the result of the unification of the edets insem should be a
disjunction of the value given in 22 and a set that contaias#t union of the tweem

127 multi set may contain an element several times. Thus { a,}as la multi set but no set.
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sets. Thus the notion of set unification that Kay and Fillmassume seems not to be
sound.

The unification of two structures Fnd F$ is defined to be the structure §£S
that is subsumed by both F&nd F$ and that is not subsumed by any other structure
that is subsumed by both F&nd FS. Intuitively, this states that the information
represented in FSand the information represented in S also represented in BS
but includes no additional information. F&nd FS are less than or equally specific
as FS. If set unification is assumed to be set union, the definitfamdfication would
require the following understanding of valence repredenta: a valence value { NP }
says something like the following: this lexical item neetlkeast one NP argument. A
valence value { NP, NP } says: this lexical item needs at leastNP arguments. This
means that the last valence list is more specific than thediirst The set of objects
that are described by the first valence list includes the fsebjects described by the
last one. In particular, transitive verbs are a special chsgransitive verbs, which is
not what is usually assumed when linguistic objects aresiflad with respect to their
valence!3

It is interesting to note that if set unification is (multi} saion, the result of uni-
fying a structure with itself differs from the structure.

(23) [F{a}]A[F{a}] Z[F{a a}]

This is not consistent with the definition of unification givebove since the unification
of X with X should be X and not a more specific structure. In sé&mewledge repre-
sentation systems that are used in Artificial Intelligerbe,unification of two set$;
and$; is defined in a way that elements$h that are compatible with elements from
S are unified while elements that are not compatible with aayneint ofS; are added
to the result set. The examples given in Clark and Porter4 2086 are shown in 24:

(24) a. {cat, dog}A{dog, elephant}={cat, dog, elephant}

b. {cat} A{cat}={cat}
But since adjunction is recursive (see below), one needs sets$: it has to be possible
that one predicate appears more than once in a set. With thes aefinition of set

unification, the unification oérrive with two adjunct constructions would be 25a and
not the intended 25b:

(25) a. {[sem{A}]1} A{[sem{["1}]} A{[sem{["]1}]}=

{[sem{A}],[sem{["]}]}

b. {[sem{A}1} A{[sem{["]1}]} A{[sem{["]}]} #
{[sem{A}], [sem{[" ]}], [sem{[" ]}]}

The following example by Frey and Gartner (2002, p. 47-48nshthat recursion is
needed for handling adjuncts:

(26) dasdHansdenTischungeschickgeschickiungeschickabraumte
that Hansthe table clumsily  skillfully clumsily cleared

Regarding the utterance context, Frey and Gartner write:

B3In HPSG, it is assumed that two sets of different arity do mifyuunless some elements in the set that
has more elements describe the same object. See for inftaliaed and Sag (1987, p. 47-49), Pollard and
Moshier (1990) and Carpenter (1992, p. 34) for discussidreebunification. With the HPSG definition,
neither transitive verbs are more special than intramsiterbs nor vice versa.
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Assume Hans is an actor whose assignment it is to clumsidy the table.
He will thus muster all his skills to skillfully clumsily ckr the table. He
may, however, fail in this effort. In this sense, he can beetato have
clumsily skilfully clumsily cleared the table. As long asramagination
doesn't fail us, this stacking of “manners” can continueaunidedly.

Recursion as in 26 cannot be modeled by unification as it iallystefined. If we unify
a certain adjunct construction—salanner Constructior-with another construction
two times, the result will not differ from the first unificatio

Apart from the non-canonical understanding of sets, the@nbther problem in
Kay and Fillmore’s treatment of adjuncts: there is nothihgttguarantees that the
elements in the sets in 21b are unified with the right eleméeptsthere is nothing that
enforces the unification of the first elementsam of 21b with arrive. The Setting
Construction is unified with a VP Construction and the VP aord in thesem set
all semantic representations of the elements in the VP (Kaly Fllmore's Subset
Principle, 1999, p.9). Thus the first elementsiam of 21b could be unified with any
of the verbal frames from the complete VP (for instance if¢hie an adjunct clause).
Similarly the element irvaL could be unified with some other dependent of the head.

Lexical Introduction of Adjuncts Van Noord and Bouma (1994) and Kay (2005)
suggest the lexical introduction of adjuncts. This apphozannot be applied to Gold-
berg’s analysis since the resultative meaning is contibat the phrasal level. Since
the adjunct in 8 scopes over the resultative meaning, itadmmintroduced as part of
the meaning of a lexical item for the vefibcht(‘fishes’).

Conclusion for Phrasal Treatments of Resultatives The previous subsections show
that Kay and Fillmore’s phrasal analysis of adjuncts dogswork and that a lexical
analysis is incompatible with the phrasal approach to tagut constructions. It thus
seems necessary to explicitly stipulate a Constructiom 2K that mentions adjunct
daughters and says something about the relation betweeljinect and the material
it attaches to.

(27) [SUBJ OBJ Adjunct OBL V]

Since the number of adjuncts is not restricted, one wouldl rieénitely many
Constructions, unless one uses abbreviations like thenélstart* Using the Kleene
star, one could represent the Resultative ConstructioGé&man as follows:

(28) [Adjunct* SUBJ Adjunct* OBJ Adjunct* OBL Adjunct* V]

This description does not represent the fact that there ther mon-resultative sen-
tences that contain adjuncts. The fact that adjuncts caeaspp German sentences
has to be restated within various Constructions. Furthegpaaljuncts can only appear
between OBL and V if there is a focus split. This means thatensbtructions are
necessary. One would be tResultative Construction with Focus Split and Adjuncts
between the Split Elements

If one uses a Kleene star as in 28, one has to explain how th@etdjcontribute
their meaning to the mother node. This is possible, but it ldionake the use of
relational constraints or equivalent mechanisms necgésee Kasper, 1994 for such a

14The Kleene star says that a certain pattern may be repeagauliatber of times, i.e., XP* stands for
zero or any number of XPs.
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proposal in the framework of HPSG). Relational constraéméspowerful devices and
should be avoided, if possible.

2.5 Interleaving of dependents of complex forming predicats

The examples in 9—repeated here as 29 for convenience—stadwan argument of
a predicate embedding a resultative construction may agpeween the parts that
belong to the resultative construction. In 28Emandseparateden Teichandleer:

(29) a. weil niemand ihn denTeich leer fischensah.
becaus@obody,omhimgec the pond,cc emptyfish  saw
‘because nobody saw him fish the pond empty’

b. weil ihn denTeich niemand leer fischensah.
becauséim,cc the pond,cc Nnobody,omemptyfish  saw

This is explained by the lexical analysileer fischerand sahform a complex pred-
icate and the arguments of this complex predicate may beyiethas arguments of
simplex heads can. The technical apparatus for this wasalored by Geach (1970)
in the framework of Categorial Grammar and later adaptedR&@ by Hinrichs and
Nakazawa (1994). A complex predicate analysis for resultatredicates in the frame-
work of HPSG was first suggested in Muller, 2002.

With the phrasal analysis, transformations (or trace-tbagaulations thereof) are
the only option available for analyzing such permutatidng,some researchers work-
ing in GB and more recent variants of this theory have arghatidonstituent ordering
as observed in 29b is not movement but base generation (s@esfance Fanselow,
2001, 2002).

Analyzing the Resultative Construction in 29b as a discadus constituent, as
was suggested by Reape (1994) for other clause union pheroteads to problems
with subject verb agreement and the so-called remote massiGerman, as Kathol
(1998) shows. Furthermore, discontinuous constituerdgsaavery powerful device
that is not really needed to account for the syntax of Gernhinllér, 2005c); on
the contrary, analyses like those suggested by Miiller (189@2) and Kathol (2000)
which use discontinuous constituents to account for vesbgrhent cannot cope with
multiple frontings as shown in Miiller, To Appear and Mull2605d.

2.6 Free datives

Andrew Mcintyre (p. c., 2004) pointed out the interactiorseferal other phenomena
with resultatives. | mention only one particularly intetieg example that shows inter-
action with all the phenomena discussed so far: free dathese datives, such as the
one in 30b, can be interpreted as benefactive or malefadfivee refers to a famous
painter, the benefactive interpretation may be appraogriéit refers to a little child,
the malefactive interpretation may be the intended one éieg 1985, p.100). The
example in 30c shows that such datives allow for the so-¢alidive passive, in which
a dative argument is realized as nominative.

(30) a. Er bemaltdenTisch.
henom paints the tableycc
‘He paints the table.’
b. Er bemaltihr denTisch.
heyom paints heryy the tableycc
‘He paints the table for her’
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c. Sie bekommtdenTisch bemalt.
sheomgets the tabley painted
‘She is getting the table painted.’

The interesting thing is that such datives are possible weffultatives as well. 31a
shows an example for the active case and (31b, ¢) show theasgive variants.

(31) a. dafjemand ihm denTeich leer fischt
thatsomebodyom himga: the pondicc emptyfishes
‘Somebody is fishing the pond empty for him.’

b. daRihm derTeich leer gefischtwurde
thathimgg the pond,omemptyfished was
‘The pond was fished empty for him.’

c. daBer denTeich leer gefischtbekommt
thathe,omthe pondycc emptyfished was
‘Somebody fished the pond empty for him.

Of course all of the constituents in these examples may brayged or fronted. Since
the example in 31ainvolves three NPs instead of the two NPeiaxamples discussed
earlier, the number of required Constructions would insesgven more dramatically:
We would get ones likeThe Dative Passive of Resultative with Free Dative and the
Subject Extracted Construction

2.7 Interim summary

The previous subsections show that an enormous number sti@otions is needed to
cover all the patterns the resultative construction caeapip. To account for permuta-
tions of SUBJ, OBJ, and OBL, including special permutatidus to focus movement,
one needs 2 3 Constructions. Due to two possible verb positions, thelmenmof Con-
structions is doubled. One of the tree elements is extrantéte fronting examples.
Since the other elements can be reordered, we need Zonstructions. Since the
verb can be in initial or in final position, depending on theude type (main clause vs.
interrogative or relative clause), this number has to bdipligd by two.

In passivized resultative constructions, only two eleragsmain (SUBJ OBL).
If we take into account focus movement, these elements dbbowwvo permutations.
Since there are two verb orders, we need four Constructidihg® same number of
Constructions is needed to handle the extraction cases.

Reordering is much more restricted in middle constructidime reflexive pronoun
can be reordered with respect to other NPs, but reorderitigec&djunct which is an
obligatory part of the middle construction and reorderifighe resultative predicate
is at least highly marked, if not excluded at all. The reflexpronoun may not be
extracted.

For sentences with free datives, we have one more elemémsthde permuted or
extracted: one needs 96 Constructions for the active, 24t@ariions for the passive,
and 24 Constructions for modal infinitives. In addition, 2dnGtructions for the dative
passive are needed. The middle construction seems to besibpowith free datives
and the resultative construction. The following table siarizes this.
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Constituents Phenomenon Number of Constructions
SUBJ OBJ OBL V Active RC 24
SUBJ OBL V V-Aux Passive RC 8
SUBJ OBL V V-Aux Modal Infinitive RC 8
SUBJ Refl Adj OBL V Middle RC 10
SUBJ Dat OBJ OBL V Active RC + Dat 96
SUBJ Dat OBL V V-Aux RC + Dat + Passive 24
SUBJ Dat OBL V V-Aux  Modal Infinitive RC 24
SUBJ OBJ OBL V V-Aux RC + Dat + Dat-Passive 24
218

This results in a total of 218 Constructions. These Constms account for most
of the phenomena discussed so far. Adjuncts and compleicated, as discussed in
Section 2.5, are not included, and there are probably othengmena that interact
with the resultative construction in a way that would make stipulation of further
Constructions necessary.

If local reordering of constituents is accounted for by safiag dominance from
precedence information, as was done in GPSG (Gazdar et985),1the following
number of Constructions is needed (see Footnote 2 on pagegpatering):

Constituents Phenomenon Number of Constructions
SUBJ OBJ OBL V Active RC 1
Extraction 3
SUBJ OBL V V-Aux Passive RC 1
Extraction 3
SUBJ OBL V V-Aux Modal Infinitive RC 1
Extraction 3
SUBJ Refl Adj OBL V Middle RC 1
Extraction 3
SUBJ Dat OBJ OBL V Active RC + Dat 1
Extraction 4
SUBJ Dat OBL V V-Aux RC + Dat + Passive 1
Extraction 4
SUBJ Dat OBL V V-Aux  Modal Infinitive RC 1
Extraction 4
SUBJ OBJ OBL V V-Aux RC + Dat + Dat-Passive 1
Extraction 4

32

Various readers ask whether it is sufficient for arguing asfaan analysis to show
that one has to pose 218 rules to describe certain phenctheHaere are certainly
cases in the literature (e.g. Janda, 1998) where the fotionlaf large humbers of
rules is justified.

| agree that sometimes the stipulation of special rules cag#i Constructions is
justified. For example, computational grammars are oftguired to analyze phenom-

15| would like to thank editors Brian Joseph and James McClpéixeraising this question.
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ena that are (for diverse reasons) seldom if ever mentiaméuki literature on gram-
matical theory. One example of this is date expressionsienhis probably sensible to
assume special rules that cover these expressions. Teeedifle between such cases
and the Constructions discussed so far is that the syntaatefaxpressions cannot be
made to follow from something, while it is sufficient to statee resultative lexical
rule (Miller, 2002, p. 241 and Section 6 below), one particfprmation lexical rule
(Muller, 2002, p. 151), one infinitive formation lexical eu{Muller, 2002, p. 153), one
lexical rule for free datives, and syntactic rules for vedsigioning (a lexical rule that
licences fronted verbs (Kiss and Wesche, 1991; Miiller, 2)0Scrambling (as part
of the general schema for head argument combination (MR&05c)), and extrac-
tion (Pollard and Sag, 1994; Miiller, 2005c) to get the eféd¢he 218 Constructions
above. The participle formation lexical rule and the infugtlexical rule are responsi-
ble for an appropriate inflection of the infinitives, somaththat has to be accounted
for in a phrasal model as well (in addition to the 218 Congtoms). Thus these lexi-
cal rules do not count in terms of a comparison. An adjunatibe (Pollard and Sag,
1994, Chapter 1.9) together with binary branching striedwaccounts for the place-
ment of adjuncts in 8 and the predicate complex schema (tisrand Nakazawa,
1989; Miller, 2005c, p. 21) together with appropriate lekientries forsehen('see’)
licences 29. For the phrasal approach no analysis exis®9foA further difference
between the lexical and the phrasal model is that the legpptoach states one re-
sultative rule and the interaction with the rest of the granfollows from constraints
on syntactic structures and from input conditions of otle&idal rules. In comparison
the phrasal approach has to stipulate a Construction foy suggle case, since Kay’s
algorithm that was suggested to compute interactions ofttactions is not sound, as
is shown in the next section.

Joseph, 1997 argues that there are no complete genemigatid that one has to
be prepared to find counter examples and subregularitigshwhay originate from
language contact for instance. He discusses the claim tijdt A4 the normal order in
NPs likethe fat catand thathe cat fatis ungrammatical. He states the corresponding
generalization in 32:

(32) [p ADIN]/*[np N ADJ]

Sequences likattorney generatontradict the negative patteth This problem can be
fixed easily in theories that allow for a more fine grained gatzation of linguistic
objects: if it is possible to distinguish adjectives thavén@o appear in prenominal
position from those that appear postnominally, grammétiieory has no problem. If
a linguistic grammar contains a statement like 32 and itistpd out that examples like
attorney generatontradict this statement, the description that descitizshas to be
made more specific. The same applies for the case at handtati@suconstructions
interact with the normal syntax as expected, but if thereaveeparticular resultative
construction that did not allow for the placement of the &niérb in initial position (no
such thing exists), one would have to specify subclassesuadut the positioning of
the finite verb in initial position for one of the subclass&s, | believe it to be valid
to assume one lexical rule in addition to a general syntagttem containing the six
parts mentioned above to account for the data discussed andahis solution has to
be preferred over the phrasal alternative.

16see also Diirscheid, 2002 for a discussion of the Gerffoeeile blau‘trout blue’ andDeutsche Syntax
deklarativ‘German syntax declarative’.
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3 Automatic computation of Construction-Like Objects

It might appear that an analysis based on 218 distinct aact&ins is unobjectionable,
given that Kay (2002, Section 7.1) has suggested an algothiht computes so-called
construction-like objectBom a small set of specified Constructio@onstruction-like
objectsare descriptions of phrasal configurations or lexical iterhi&h result from the
interaction of Constructions. For the analysis of resiviéatonstructions one would
specify the Construction hierarchy in Figure 1 and the allgor would compute con-
struction-like objects for all compatible Constructiofi$ie result of this computation
would be equivalent to a Construction hierarchy with expllispecified Constructions
for the respective combinations (Figure 2).

construction

active passive middle resultative

Figure 1: Construction Hierarchy for Resultative Condinres

construction

active passive middle resultative
S ~ - T~ _—=="
~_ -~ e [
S o T~ - -7 T~ |

/\
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active resultative  passive resultativemiddle resultative

Figure 2: Extended Construction Hierarchy for Resulta@eastructions

Kay (2002, Section 7.1) suggests the following in Imormal Sketch of a Formal
Architecture for Construction Grammar

Unlike LFG phrase structure rules and lexical items andkeniiPSG
maximal types, distinct maximal constructions can sparstirae (piece
of) FT [Feature Structure TreeSt. Ml.]. For example, the English VP
construction, which provides for a lexical verb followed &y arbitrary
number of constituents (subject to valence restrictioce), unify with a
construction specifically licensing a VP displaying thedig NP shift’
property. In order to specify an explicit recursive licargsprocedure for
sentences, we need some way to deal with this overlap of rcatisins.
We wish to reduce the set of constructions of a grammar to afsmin-
struction-like objects (let's call them CLOs) with the pesty that in li-
censing a given sentence, exactly one CLO licenses each modsbtain
the set of CLOs from the set of constructidds(1) form the power set
of the set of constructiori$(C); (2) for each set of constructionsin(C),
attempt to unify all the members, matching the root nodggh{@w away
all the sets that don't unify; (4) the remainder is the set b©G.

Unfortunately, this algorithm does not work, as can be destrated by applying it to
a set that contains the two Constructions mentioned by Klag.pbwer set of the set in
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33ais 3367 The unification of Constructions in all sets in 33b is defin€derefore
we get as a result a set of the three CLOs in 33d and not thediatiesingleton set in
33c, which contains only the unification of the two originarGtructions.

(33) a. C={VP Construction, Heavy NP Shift Construction }
b. 0(C)={{
{ VP Construction },
{ Heavy NP Shift Construction },
{ VP Construction, Heavy NP Shift Construction } }

c. desired result:
CLOs = { VP Constructiom Heavy NP Shift Construction }

d. result according to Kay's algorithm:
CLOs = { VP Construction,
Heavy NP Shift Construction,
VP Constructiom Heavy NP Shift Construction }

To obtain the intended result, Kay’s algorithm needs to usebsumption check,
i.e., the result of the unifications of elements in sets iy adided to the set of CLOs if
it does not subsume any other unification resgilt.

However, the modified algorithm would fail in one particutase that is other-
wise considered a highlight of Construction Grammar, ngritBbmatic expressions:
since idiomatic Constructions are subconstructions afleegConstructions, having id-
iomatic Constructions in the power set would cause the dan¥iatic Constructions to
be eliminated from the set of CLOs since non-idiomatic carttions are more general
and subsume the idiomatic Constructions.

For the purpose of illustration let us assume that we havestbactions for the
VP, for Transitive, and an idiomatic construction kick the bucket So the set of
Constructions is 34a. The power set of this set is 34b. If wanahe set of CLOs to
contain the most specific construction-like objects oriig tesult would be 34c, but
this is a set that contains a construction-like object tlesicdbeskick the buckeand
no other VP with a transitive verb. The intended outcome i3, 3vhich also admits
normal, nonidiomatic VPs with transitive verbs.

(34) a. C={VP, Transitivekick the bucke}

17At first glance, one might get the impression that the algoritould be fixed by replacing “power set”
by “restricted powerset”. Restricted powersets are defagtbllows and were used, for instance, for the
computation of greatest lower bounds in type hierarchigsKAci et al., 1989):

Therestricted powersesf a posetS, < is the set ) of nonempty finite subsets of pairwise
incomparable elements &f

But in the case discussed here, only maximally specific @actidns (leaves in the inheritance hierarchy)
are considered. Therefore the restricted powerset of traf &€onstructions under consideration is identical
to the powerset of this set without the empty set.

18There is a problem with the understanding of valence and stiteasets assumed in Kay and Fillmore,
1999. Since { a } subsumes { a, b }, a Construction tat differs from another Construction, ®y
containing more information in semantics sets or valentew#l be subsumed by £ This would result in
the elimination of G from the set of Constructs. An example for such a situatioghiride adjuncts or free
datives if they are introduced at a phrasal Construction.
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b. 0(C) ={{}
{ VP Construction },
{ Transitive },
{ kick the bucke},
{ VP Construction, Transitive },
{ VP Constructionkick the bucke},
{ Transitive, kick the bucke},
{ VP Construction, Transitivekick the bucke} }
c. Result with a subsumption test in the algorithm:
CLOs = { VP Constructiom TransitiveA kick the bucke}

d. Desired result:
CLOs = { VP Constructiom Transitive,
VP Constructiom TransitiveA kick the bucke}

It could be argued that idiomatic Constructions have to lezified in a way that
does not include the information contributed by more gdn@omstructions (this is
what Kay and Fillmore (1999) do in the case of N#at is X doing Y? Construc-
tion'®). For our artificial example in 34 this means thatkitek the bucke€onstruction
does not contain information about the VP Construction &edTransitive Construc-
tion. The information that was left out on purpose could therobtained by the CLO
computation. However, idioms vary in syntactic flexibil{fyleischer, 1982; Nunberg
et al., 1994). For instance, some idiomatic expressioristrpassivization, and oth-
ers do not allow fronting of idiom parts or relativizationo,3or instance thé&ick the
bucketConstruction would not have a passive subconstructionedime idiom cannot
be passivized without losing the idiomatic reading. One wagapture such syntactic
idiosyncrasies of idioms is to cross-classify idioms wiéspect to the Constructions
they may appear in—if an idiom can appear in a certain cordigm, it has to inherit
from the respective Construction. If no such inheritanok &xists, the idiom cannot
appear in the Construction. Therefore, the fact that arrit@mee link is missing from
the grammar implicitly encodes that the idiom does not o@tuhe respective Con-
struction. If the CLO computation were to introduce the waifion of the idiom with
all compatible Constructions into the CLO set, we wouldrige feature structure trees
for ungrammatical utterances.

There are two ways of fixing the problem of the modified aldont First one
could say that idioms are not Constructions, thereby eitiyliexcluding them from
CLO computation. This would require a special marking odids and would be con-
ceptually unattractive since, after all, idiora® specialized versions of Constructions
(as for instance th#/hat is X doing Y? ConstructipnThe other way of dealing with
this problem is to introduce an auxiliary featumowm that has no value for the gen-
eral Constructions (as for instance VP or Heavy NP Shift & thevious example).
For each general Construction, we would stipulate a suthegt®n (for instance non-
idiomatic-VP) that ha$alsefor the value ofibiom. (For our example in 34, we have
to stipulate aNonidiomatic VP Constructioand aNonidiomatic Transitive Construc-
tion as subconstruction &fP and Transitive respectively) All idioms would have the
IDIOM Valuetrue. During CLO computation, idioms could be unified with the geai

19examples of instances of this Construction are:

(i) a. Whatis this scratch doing on the table?
b. What is it doing raining?
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Construction, since th@ioM value of the general Construction would be unspecified.
The additionally specified subconstruction would remaithi& set of CLOs since it
would be more specific than the general Construction, butniesless different from
all idiomatic Constructions. To rule out the unification dfdm Constructions with
other Constructions that are not attested for a particalimni, one would have to
introduce additional features that state that a partiddiam is incompatible with a
particular other Construction.

This approach would thus need a large number of additioaéiifes and the stip-
ulation of non-idiomatic Subconstructions for all Constians that are direct super
Constructions of idiom Constructions and that also licems®idiomatic phrases.

The conclusion is that the CLO computation does not work endbsired way,
and therefore, which Constructions actually do licenséufesstructure trees has to be
stipulated, it does not follow from anything. This meang th#bconstructions for re-
sultatives and passive, resultatives and extraction, aoth $iave to be specified by the
linguist. Consequently the fact that a verb with a subjedtamobject with appropriate
case can be passivized is not captured by the grammar bud hastipulated through-
out the grammar again and again. In comparison, in the |lexide-based approach,
an item can be passivized if it fits the input description &f passive lexical rule. No
explicit marking of Constructions with regard to passibitity is necessary.

Section 2 shows that there is massive interaction betwesntagives and other
phenomena. In this section, | have shown that the necessaagal Constructions
have to be stipulated independently, since they cannot 8ecgel from more general
Constructions. Yet there is another type of interactionclwtis even more problematic
for the phrasal approach, namely the interaction betweemebultative construction
and derivational morphology, to which | turn in Section 5.eTiext section deals with
the passive, which is also problematic for inheritancesdapproaches.

4 Passive and inheritance-based analyses

In the previous section, | showed that Kay’s algorithm fag tomputation of inter-
actions between Constructions does not work. This secteaisdwith passive and
shows that inheritance-based analyses of passive are pratpajate for all languages.
The conclusion is that—if one wants to analyze passive tinggsstically in a uni-
form way—neither English nor German passives should beyaedlwith reference to
inheritance hierarchies.

As mentioned in Section 2.3, Goldberg assumes a crossfidagen of the Resul-
tative Construction with regard to the active and passiveedision, that is, she assumes
a hierarchy of the kind shown in Figure 2 on page 17. This eotassification of Con-
structions with respect to active and passive is also stggdsy Kay and Fillmore
(1999, p.12) and Michaelis and Ruppenhofer (2001, Chapté? 4&ay, Fillmore,
Michaelis, and Ruppenhofer’s analysis differs from Goldfsein that they assume
that linking patterns are verb-level Constructions, whidlfify with the lexical entries
of verbs (Michaelis and Ruppenhofer, 2001, p. 39). Howewnih respect to the data
which | discuss below it does not matter whether a phrasalexieal approach is cho-
sen: the data shows that inheritance-based analyses ppedpaiate to handle passive.

The examples in (35), which are Yucatec Maya, show that plalfassivization of
a word is possible, if a causative morpheme intervenes: Bdasan active sentence

20see also Davis and Koenig, 2000 for such a proposal in thesframk of HPSG.
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with the verblearn and 35b its passive variafit.35¢c demonstrates that the véearn
can be causativized. The result is equivalent to the Enggiabh Interestingly, it is
possible to embed a passivized verb under the causativenermgas is shown in 35d.
The causative morpheme adds an argument for the causel wduicbe affected by
passivization, as is shown in 35e.

(35) a. k=u kan -ik le teodria-o’

INCOMPL=3.ERGlearn-IMPF Dettheory-D1
‘He is learning the theory.

b. k=u ka'an -al le teodria-o’
INCOMPL=3.ERGlaern.PASSIMPF Dettheory-D1
‘The theory is being learned.’

c. k=u kan -s -k -enle teoria-0’
INCOMPL=3.ERGIlern-CAUS -IMPF me Det Theorie-D1
‘He teaches me the theory.” (He causes that | learn the thjeory

d. k=u kd'an -S -ik le teodria-o’
INCOMPL=3.ERGlern.PASS-CAUS -IMPF Det Theorie-D1
‘He is teaching the theory.’ (He causes that the theory isdksarned.)

e. k=u ka'an -S -dal le teodria-o’
INCOMPL=3.ERGlearn.PASSCAUS -PASS.IMPFDet Theorie-D1
‘The theory is being taught! (Somebody causes that theryhisobeing
learned.)

Thus we have the following situation in 35e: the agent of alent verb is suppressed
by passivization, another agent is added by the causativphame, and this agent
is suppressed by the second passive morpheme. This situztimmot be modeled
in an inheritance hierarchy that classifies objects acogrth a active/passive and a
causative/noncausative dimension. The reason for thisalsdne can say about an
object that it has a certain property only once. Considehtbearchy in Figure 3: if
we cross-classify the lexenk@n (‘learn’) according to active/passive and a causative/
noncausative, we get among others a descriptiopéssiveA causativer kan But

lexeme
passive active  non-causative causative kan
passiveA n-c A kan activeA n-c A kan passive\ ¢ A kan active/A ¢ A kan

Figure 3: Inheritance hierarchy with subtypesacofive passiveandcausative

for 35e one needs a double applicatiopassiveand this is impossible to model in the
inheritance hierarchy.

21The data is inspired by Wunderlich (1999, p. 508-509). | kiBinomas Stolz for a modification of the
examples which made the arguments overt.
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In this section, | showed that Yucatec Maya passive canndiaoelled by cross-
classification. Therefore analyses for the English pasiaé are based on inheri-
tance are language particular solutions that cannot beosatas valid analyses from
a cross-linguistic perspective. It follows that Goldberghalysis of the Resultative
Construction is not able to account for passive in a croggdistically adequate way.
In comparison, a lexical rule-based approach has neitlodrigms with the data in 35
nor with the interactions of resultative constructions padsive.

5 Interactions between resultative constructions and mor-
phology

In the following subsections, | discuss the interactiomisen resultative constructions
and derivational morphology (nominalization and adjexfirmation). Various possi-
bilities to combine the phrasal approach to resultativestostions with the derivation
data are discussed. The only sensible approach seems tadeeaitance-based one.
In Subsection 5.3, | show, however, that inheritance is nited for handling deriva-
tional morphology.

5.1 Resultative constructions and nominalization

As the examples in 36 show, resultative constructions aiserénto various types of
nominalizations:

(36) a. -ungnominalizations:
Leerfischuné? ‘empty.fishing’,
KaputterschlieRurf§ ‘broken.development’,
Kaputtmilitarisierung* ‘broken.militarization’,
Gelbfarbung?® ‘yellow.dyeing’

b. -er nominalizations:
Totschlaget® ‘dead.beater’ or ‘cudgel’,
SFB-Gesundbetéf ‘SFB.healthy.prayer’,
Ex-Bierflaschenleertrinké? ‘ex.beer.bottles.empty.drinker’

c. marginally inGe- -enominalizations:
Totgeschlag® ‘beating.to.death’

An analysis that derives such nominalizations from phresafigurations seems rather
unattractive’® To derive the phraseie Leerfischung der Nordseene has to map the
Construction that licenses 37a onto one that licenses thesponding phrase in 37b
or onto the noun in this phrase with an appropriate valeneeipation.

2%ta7, 20.06.1996, p. 6. Thazis a newspaper that appears nation-wide in Germany (ttpwitaz.de).

23taz, 02.09.1987, p. 8.

24taz, 19.04.1990, p. 5.

25taz, 14.08.1995, p. 3.

26taz, bremen, 24.05.1996, p. 24 and taz, hamburg 21.07.p999,

?"taz, 25.08.1989, p. 20.

28taz, 13./14.01.2001, p. 32.

29F|eischer and Barz, 1995, p. 208.

30Goldberg (1996, Section 4.2; 2003, Section 3.3) arguesttieafact that Persian complex predicates
interact with derivational morphology is evidence for tlegalevel status of the complex predicates. Fol-
lowing this line of argumentation (German) resultative stomctions should be VOs as well. Goldberg (2006,
p. 25) explicetly argues against the derivation of deveNf2é form clauses.
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(37) a. jemand dieNordsee leer fischt
somebodyomtheNorth.Seg.c. emptyfishes

b. wegen derLeerfischungder Nordseé'
because.ahe empty.fishingof.theNorth.Segen

To make this work, one has to assume a Construction thaskspmand die Nordsee
leer fisch; i.e., a sentence with a verb that is not inflected. Withoig #ssumption,
one has to reverse the inflectionfischtto be able to append the suffinrg contained
in Leerfischung The alternative to the assumption that phrases or phrakes serve
as input to morphology or morphological rules is to assumerg general Resulta-
tive Construction which does not contain information aktbet phrasal realization of
the elements involved in resultative constructions. A paf&UBJ-OBJ-OBL-V Con-
struction and theung-Construction inherit from this general Construction.

Since the automatic computation of possible Constructiom@shierarchy is prob-
lematic (see Section 3), one has to specify explicitly thaté is a Construction that in-
herits from the general Resultative Construction and-timgrConstruction. The same
applies to-er andGe- -enominalizations, which are also compatible with resulti
constructions.

Therefore, the phrasal approach has to make explicit seatenabout the interac-
tion of phenomena which are unnecessary in a lexicon-bastelns since the interac-
tion between phenomena is governed by rules designed to asiegle phenomenon:
either the output of a lexical rule satisfies the input dggiom of another lexical rule
or it does not. If it does not, the second lexical rule canpgiya For instance, 38b is
ruled out, since the passive lexical rule cannot apply taitteccusative verbchmilzt
that is the output of the resultative lexical rule.

(38) a. DieButterschmilztzueinerPfiitze3?
the buttermelts toa  puddle

b. *weil zueinerPflitze geschmolzemurde.
becaus¢o a  puddlemelt was

Miriam Butt (p.c. 2005) argued that the nominalizations barseen as compounds
and that therefore the interpretation of the compound igal@n care of by the gram-
mar, but is left underspecified. It is clear that an analyls& tlerives the readings
of the nominalizations 36 without reference to grammarmekprinciples should be
preferred. Apart from this it should be noted that the néisthungdoes not exist
in German in the relevant sense. The noun exists, but itgéfea plank on a boat.
SoLeerfischunds not a compound deer andFischung but a nominalization ofeer
fisch-. We find a similar situation with derivations of particlerige: there is a word
Ausraubungdrobbing’, which is derived fromausraub ‘to rob’, but there is no word
Raubung(Fleischer and Barz, 1995, p. 173), Aasraubungcannot be the combina-
tion of a nominalization ofauben‘to steal’ with aus but should be treated as the
nominalization ofausrauben See Miiller, 2003a for an analysis of the morphology of
particle verbs. Since particle verbs and resultative cangbns behave similar in many
respects, the problem of nonexisting bases for particle derivation is additional sup-
port for the analysis dfeerfischungs true nominalization rather then compounding.

3ltaz, 20.06.1996, p. 6.
32Kaufmann (1995, p. 146).
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5.2 Resultative constructions and adjective derivation

But even if one accepts a compound analysis, not all probE®msolved, since the
problem with derivation is not restricted to nominalizaas the examplesin 39 show:

(39) a. dedeer gefischteTeich
the emptyfished pond
‘the pond that was fished empty’
b. daszuSchrott  gefahren&uto
the to scrap.metatiriven  car
‘the car that was driven to a wreck’

In 39aTeichis not an argument dischenand there is a reading of 39b where some
other vehicle — for instance a bicycle — is used in the drivemgnt that caused the de-
struction of the car. See Wunderlich, 1997, p. 123 on exasrie 39b. The example
in 39b is important since it shows that prepositional phsasa appear with prenomi-
nal adjectives and that therefore the construction hassphstatus. The problem with
examples like the ones in 39 for Goldberg and also for phraisalyses of complex
predicates as they were suggested by Butt (1997) in the fwankeof Lexical Func-
tional Grammar (LFG) is the following: If the resultative aréng and the respective
argument structure is licensed at the phrasal level, thectidpl derivation and inflec-
tion has to happen there as well. But if inflection is assurodxbta lexical process, the
input to this process has to be lexical too (Dowty, 1978, @;&resnan, 1982, p. 21).
Since both Construction Grammar and Lexical Functionah@nar assume the princi-
ple of Lexical Integrity (Bresnan and Mchombo, 1995; Goldjp2003), an analysis in
which a derivational affix attaches to a phrase is not corhfgatiith basic assumptions
of these frameworks. The only possible option is to form tiiectival participle in a
component that precedes syntax, but the information thagésled for doing so is not
available: verbs that do not govern an accusative objeciatdre used as adjectival
passive participles:

40) a. *dergeschlafen&tudent
g
the slept student

b. *dergeholfendMann
thehelped man

40a is ruled out sincschlafen(‘to sleep’) does not take an object and 40b is out,
sincehelfen(‘to help’) takes a dative object. The adjectival derivataetermines the
argument that is the subject of the derived adjective antpttealicates over the noun.
In a phrasal analysis of resultative constructions thevdéan of adjective forms that
are needed to analyze 39 would be ruled out, since the veebssad intransitively:
it is not the object role ofischenthat is coindexed witfTeich but the subject role of
leer (‘empty’) and the information that there will be such an argunt and that it will
have object status in the complete construction is missomg the lexical items for the
verbs. As a consequence, neither the phrasal analysis @flerpredicates in LFG nor
Goldberg’s analysis of resultative constructions can ket for German resultative
constructions.

5.3 Derivation and inheritance

In Section 5.1, it was shown that modeling the interactiotwken resultative con-
structions and nominalization makes it necessary to initednany subconstructions.
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In this subsection, | make a more general point and showtihatitance is not suited
as a general means for describing derivation.

In inheritance hierarchies, information specified at higBenstructions is taken
over by subconstructions. If a Construction has more thasoper Construction, the
values of the features of the super Constructions have tofgatible. If they are not,
a conflict arises and one has to take care of the resolutidgrisaonflict. One can solve
the conflict by either stating at the super Constructionstvkalue may be overridden
by subconstructions, or one can throw away the conflictifigrmation and possibly
state new values at the inheriting Construction. It is int@atrto note that one can only
refer to features inside of a Construction. It is impossibleefer to features in a super
Construction if the values of the respective features aegralden. Thus, if we have a
general Resultative Construction, as for example in 41angimalization Construction
that would be needed to account fozerfischungn 37b cannot be related to 41a by
inheritance®®

(41) a. general Resultative Construction:

syn val { NPy, NPy, Preds, Vg }
sem cause-become( #1, #2, #3 ) by #4

b. nominalization Resultative Construction for 37b:

syn val { Det, NRy, Preds, Vi }
sem nominal-semantics(cause-become(#1, #2, #3) by #4)

The reason for this is that the semantic properties of thesttactions are different:
the general Resultative Construction has a verbal sensaatid the nominalization
construction has a nominal semantics in which the resudtagmantics is embedded.
By overriding thesem value of the super Construction, the semantic information o
the super Construction is lost. Therefore, we also losarggkto arguments (#1, #2,
#3, #4), and these have to be respecified by hand in the subectien3* If such
respecifications are necessary in an analysis, this ireti¢hat generalizations are lost.
If values at subconstructions cannot be inherited but haveet specified, this also

33The ‘# followed by a number is used to mark identity of valugge Kay, 2002. The subscript ‘41’ in
NPy, is used to refer to the discourse referent of a referring NP.

340ne way of solving this problem is to use auxiliary featueeepresent a prototypical semantic repre-
sentation and specify a mapping from this auxiliary featorthe Sem feature of the subtype. See Kathol,
1994, p. 263 and Koenig, 1999 for similar suggestions. kKp¢hb99, Section 4.1.1) also argues against
an inheritance-based analysis of derivational morphologgr the inheritance approach to work for the
cases at hand, one needs auxiliary features for all feathagliffer in various instances of the resultative
construction, i.e., for part of speech, valence, and semaantribution. If more than one value changing
Construction interacts (as for instance in the complexve&an Leerfischbarkei('empty fishability’) or in
the interaction of resultative, free dative, and Accusatiith Infinitive construction), one has to stipulate
complex systems of interacting mappings from auxiliarytdess, which makes this proposal very unattrac-
tive. See? for a discussion of inheritance.

Another solution is to use lists to represent semantic méion. If relations embed other relations, the
embedded relations are stored in the lists and pointers @ 1o refer to the respective list element. A
special pointer is used to mark the main semantic contabutf a sign. In such a setting, one could inherit
the resultative semantics from the super Construction dddltzge nominal semantics at the end of the list
(see Miiller, 2005a for a partial implementation of this }d&zhe nominal semantics points to the resultative
semantics, and the pointer that points to the main semamtitibution is overridden such that it points to
the nominal semantics.

Minimal Recursion Semanti¢®) is a formalism that uses such pointered lists. This framkvsalso
assumed by Kay (2005).
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means that there is no way to derive the respective subcmtisin by some general
mechanism as the one that was discussed in Section 3.

Apart from such problems, inheritance-based proposals tiéner problems: firstly,
recursion, as for example Morvorvorversior(‘preprepreversion’), cannot be covered
in inheritance networks (Krieger and Nerbonne, 1993). # aasumes thaforversion
is an object that inherits information fromor- and fromVersion one has problems
with the analysis o¥/orvorversion since information about the prefior- is contained
in Vorversionalready and inheriting this information a second time fremn would
not add anything. Secondly, in an inheritance-based apprimaderivation, it cannot
be explained whyndoablehas the two readings that correspond to the two bracketings
in 42 (Krieger and Nerbonne, 1993).

(42) a. [un-[do-able]]
b. [[un- do] -able]

If we inherit information aboutin-, do, and able, the order of the combination of this
information does not matter and hence, only one represenfar undoablewill result
in an inheritance-based analysis, which is not adequate.

The conclusion is that embedding Constructions are neeastedefivation. The
-ungConstruction could be stated as in 43:

(43) embeddingung Nominalization Construction
syn N
sem nominal-semantics(#1
phon #2% (ung)

~

synV
sem #1
phon #2

In this Construction, a verbal stem is embedded. The emhgddimarked by the
box in 43. The embedded stem has the syntactic category W(symhile the whole
Construction has the syntactic category N. PeoN value of this verbal stem (#2) is
used for the computation of ttrHON value of the whole construction, which is the
result of appendingmg The semantic contribution of the construction consisthef
nominal semantics, into which the contribution of the endestiverb (#1) is integrated.

This embedding Construction is equivalent to an HPSG aisallyat uses lexical
rules®® The analysis requires the existence of a verbal stem thaturantion as an
embedded construction or as input to the respective lexidal No such stems exist
in the phrasal analysis. This analysis is therefore incdibleawith an embedding
analysis of derivation.

Concluding this section, it can be said that interactiortsvben resultative con-
structions and derivational morphology can be represeint@theritance hierarchies
that allow for default specifications and overriding. Suepresentations would, how-
ever, be stipulations that do not capture the general ptiegaf derivational morphol-

ogy.

35See Meurers, 2001 for a formalization of lexical rules in IEPshd Pollard and Sag, 1987, Chapter 8.2,
Orgun, 1996, Riehemann, 1998, Ackerman and Webelhuth,, ¥}&80l, 1999, Koenig, 1999, and Mller,
2002 for analyses of inflection and/or derivation that useé rules.
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6 Lexical rule-based approaches

This section gives an outline of the lexical rule-based ysigl compares it with the
phrasal approach, and discusses crosslinguistic asgebts @spective analyses.

6.1 Oultline of the basic analysis

Lexical rule-based approaches assume a lexical rule tkes &n intransitive (version
of a) verb as input and licenses a special lexical item tHattefor an additional object
and a secondary predicate. One formalization of such adewxite in the framework
of HPSG (Pollard and Sag, 1994) is shown in®44:

(44) Lexical rule for resultatives:

CAT HEAD verb
SUBCAT [1] ( NP[str] )

CONT

| stem

r I [HEAD adj-or—prep] ]
CA

CAT |suBcaT@® B ® < SUBCAT [3]( NPrs ) >
CONT

[ARG1
ARG1 ]

ARG2
CONT {become

Lstem

This lexical rule takes a verb stem as input (an object of stpenwith a HEAD value
verb). The input verb has to have a subject and no object. Thispesented by
the valence specification in theBCAT list. The rule licenses an item that selects a
predicate that has a referential subject. This subjectssdao the object of the output
of the lexical rule, which is indicated by the t@gvhich appears simultaneously before
the value of thesuBCAT list of the selected predicate and in theBCAT list of the
output of the lexical rule. The output item thus selects feubject (the element [m),
an object that is raised from the secondary predicate, andegbondary predicate. As
was suggested by Dowty (1979, p. 221), the semantic conféheanput verb [)) is
embedded under ttemuserelation and the semantics of the secondary prediggtes(
embedded unddrecome

The output of the lexical rule is a stem. This stem may be itétband then used
to analyze sentences like 5, repeated here as 45, or it méebeput to derivational
lexical rules.

(45) (weil) sie dieNordsee leer fischen
becauseheythe North.Seaemptyfish
‘because they fish the North Sea empty’

36| omit feature paths likesYNSEMor SYNSEM|LOC since they are not relevant in the current context.
| also omitted feature value pairs that are important fotimtiglishing unaccusative verbs from unergative
ones. See Miller, 2002, p. 241 for the full analysis.
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One such derivational lexical rule licensesg-nominalizations, so fronfisch (‘to
fish’) one can derivdischung. This fischung is special in that it selects for a sec-
ondary predicate and can be used in words sudteasfischung The stem that is the
output of 45 can also be used to derive the passive form or éhes with respec-
tive valence patterns. The case of subjects and directtshganderspecified in the
lexicon. The arguments are marked for structural case. Néhéhe case value is nom-
inative, accusative, or genitive depends on the syntaotitext in the actual utterance
and is determined by a case principle. See Meurers, 199%failsl

Several readers suggested that Embick (2004) is relevaat He claims that lexi-
cal approaches to resultatives cannot explain why adpgassive formation interacts
with the resultative constructions. The following is a qufsbm this article:

(73) a. The doorremained opened.
b. The metal remained flattened.
c. the recently hammered metal

[..]

(75) The metal is [hammeregHflatter than a pancake that has been run
over by a steamroller and stomped on by elephants]].

Clearly, one would not want to derive the predicate (75) ia léxicon;
it is a syntactic structure. Within standard Lexicalistiamptions, a lex-
ical process cannot form an adjective outh@mmerand the resultative
secondary predicate in (75) because lexical processesthtlow syn-
tactic processes. Thus, the formation of resultative giatés that have
resultative secondary predicates must be syntactic, dicgpto Lexicalist
assumptions. If the Lexicalist view is to be maintaineds teans that
there must be two ways of forming resultative participlase éexical rule
for forming adjectival passive predicates like those in){&Bd a second,
syntactic process that creates an adjective ohtaimer flaand the like.
(Embick, 2004, p. 389)

This argument is probably due to a misguided understandimghat it means to
encode things in the lexicon. Sentences like Embick’s 7%iaproblematic for a lexi-
cal analysis of resultatives, provided the results of tiseltative analysis can be input
to passive and inflection. An integrated account of all thpleenomena is provided in
Muller, 2002. Due to space limitations | cannot explain ainponents of the analy-
sis here, but | give a sketch and point the interested readerytbook. The passive
analysis that | assume in Miller, 2002, Chapter 3 is a forratithn of Hubert Haider’s
proposals (Haider, 1986; Mdiller, 2003b): A so-called deatgd argument (usually the
agent of an unergative or transitive verb) is blocked inipge formation. The par-
ticiple can be used in the agentive passive and in the petfeperfect constructions,
the perfect auxiliary deblocks the blocked argument andsttb be realized as an argu-
ment of the auxiliary. In passive constructions, the blackeyument remains blocked.
This analysis interacts without problems with the analg$isesultative constructions
given above: The subject of the input verb is the designatganaent and this NP is
blocked in participle formation. The auxiliaries for therfeet deblocks it (46a) and
the auxiliary of the passive leaves it blocked (46b):

(46) a. Jemand hatdenTeichleer gefischt.
somebodyhasthe pond emptyfished
‘Somebody fished the pond empty.’
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b. DerTeich wurdeleer gefischt.
the pond,cmwas fishedempty

The lexical rule that is responsible for participle fornoatlicences a stem. This stem
can be input to an adjective formation lexical rule. Thiddekrule requires the input
to have an argument with structural case that is not blockédis argument is turned
into the subject of the adjective. The output of the adjectbrmation lexical rule is a
stem, which has to be inflected before it can be used in sydtaghows examples for
the respective rule applications:

(47) a. demmangekommen&ug
thearrived train

b. derreparierteNagen
therepaired car

47a contains an adjective that is derived from an unaceesagirb. Since the unerga-
tive verb does not have a designated argument, nothing ckéxdbby the participle

formation rule. Therefore the only argumentasfgekommeis accessible and can be
turned into the subject of the adjectimagekommehy the adjective formation lexical

rule. 47b demonstrates how the analysis works for a tragsigrb: The designated
argument ofreparierenis blocked. The participleepariert has one argument that is
not blocked, namely the underlying object. This argumeturised into the subject of

the adjectiverepariert If no accessible argument with structural case exists #sen

case ofhelfen(‘to help’) andschlafen(‘to sleep’) in 40 on page 24, the lexical rule
cannot apply and it is correctly predicted that adjectivalivchtion is not possible in

such cases.

This analysis interacts very nicely with the lexical an#ysf the resultative con-
struction: The output of the lexical rule that licences fegive constructions is input
to the participle formation lexical rule, the output of whis in turn input to the adjec-
tive formation lexical rule. The participle formation lexsil rule blocks the subject of
the resultative construction as explained in the discassi@d6b. The adjective forma-
tion lexical rule takes the only remaining accessible argntnwhich is the subject of
the resultative predicate, and turns it into the subjechefadjective. The adjective is
inflected and can be used to analyze phrases like 48:

(48) derleer gefischteTeich
the emptyfished pond
‘the pond that was fished empty’

So this shows that Embick’s claim is wrong. In addition it slsdhat nothing special
has to be said about adjectival passives in interactiontivéhiesultative constructions.
Everything follows from the normal principles in (Germamammar. In comparison
to this it seems impossible to analyze this phenomenon imasphapproach in frame-
works like Construction Grammar, HPSG, or Lexical Functilogrammar, since such
frameworks assume lexical integrity and do not use transitions.

6.2 Comparison with the phrasal approach

In the conclusion of their article, Goldberg and Jackendaffe: We leave it as a
challenge for practitioners of other approaches to devetomparably detailed ac-
counts. A response to this is that it is easy for people who suggestdérule-based
accounts to develop a comparably detailed account sincehtasal approach can be
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more or less directly converted into a lexicon-based apyroBor example, consider
the graphical representations of the phrasal approachrentktical approach given
in Figure 4. This figure shows the analysis that the Germatesea in 45 would re-

phrasal approach approach using lexical rules
syntax [SUBJ[V OBJ OBL]] [NPhonm[NP[acd[PredV]]]
fischen(X) &
become(pred(Y))
words in V[SUBCAT< NP[str], NP[str], Pred>,
the lexicon CcONTENTfischen(d) & become(predg))) |
listed fischen(X) VBUBCAT < NP[str]>,

CONTENTfischen(@) ]
Figure 4: Phrasal vs. Lexical Rule-Based Analyses

ceive. In the phrasal approach, the listed viisbhen(‘to fish’) would be plugged into
the Construction right away. The Construction licensesattiditional object and the
resultative predicate and accounts for the resultativenmga In a lexical rule-based
approach, a (semi-productive) lexical rule maps the lis¢sétal entry onto another
one which in turn selects the arguments of the input lextemhiplus the subject of a
secondary predicate and the secondary predicate itsefigtrepresented in theue-
CAT lists in Figure 4.). The semantic representation of the tigfthe lexical rule is
incorporated into the output of the lexical rule and the tasive semantics is added
(this is represented in theoNTENT values in Figure 4.). The additional lexical item
is used in the syntax in the way predicted by the syntactitesy®f a language. No
special mention of resultatives must be present in the gyAhconstraints that can be
attached to headed phrasal Constructions can also beedtawlexical rules. Instead
of specifying what is dominated by a Construction, one djecivhat is selected by
the lexical item that is the output of a lexical rule. Sinceddal rules can be organized
in type hierarchies in the same way phrasal Constructionstbare is no advantage
offered by the Construction-based approach. Goldbergiderssthe need to stipulate
new verb senses to be a crucial disadvantage of lexicabraged approaches, but note
that one does not say that the intransitive viisbhengets a new meaning. Rather, it
is said that when the veffischenis used together with a secondary predicate and the
subject of this predicate, the whole complex has a resudtatieaning.

Thus, as far as the encoding of constraints is concernedpi®aches are equiva-
lent. Yet the phrasal approach interacts in various undekgmways with the rest of the
grammar.

6.3 Crosslinguistic considerations

It is obvious that the syntax of English, Korean, and Gernegultative constructions
differ, to name but some languages for which lexical ruledabapproaches were sug-
gested (see Wunderlich, 1992, p. 45; Verspoor, 1997; Wechk997; Wechsler and
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Noh, 2001; Miller, 2002). But this is not due to peculiastd the construction in the
respective languages. Rather the constructions behaveasted, given the overall
syntactic systems of the languages, that is, there is no twesdy anything special
about extraction, about passivization, or verb positiat th relevant in the context of
resultative constructions only.

Lexical rule-based approaches to resultatives captuse Wiile the phrasal ap-
proach has to mention the particular language specific phraalization.

Having shown that lexical rule-based analyses are betiedsor the analysis of
resultative constructions, | now turn to the question whephrasal Constructions are
needed at all.

7 Do we need phrasal Constructions at all?

In their classic paper, Fillmore et al. (1988) show that cath assign special meaning
to certain phrasal configurations, since the meaning of ttezance cannot be deter-
mined solely on the basis of the meanings of its parts.

However, the question is what the meanings of the parts ard.i¢\possible to shift
syntactic information around between lexicon and syntaciies (Constructions), it is
also possible to represent semantic information at nowaal places and, by doing
S0, to obtain a grammar that can derive the meaning of allarttees compositionally.
| demonstrate this by explaining idiom analyses developéhe framework of HPSG.

Instead of representing the meaning of a certain expreasitie phrasal level, one
can represent it in the lexical entry of the hé&dThe specification of the meaning
goes hand in hand with lexical restrictions regarding theastic context in which the
head may be used, meaning that the lexical entry contairsensént of the following
kind: if the head X is used with certain arguments or modifigreaeans Y. The mean-
ing provided with such special entries for idioms may beedéht from the canonical
reading of the respective head.

For example, Krenn and Erbach (1994) suggest a lexical énttlie analysis ofe-
mandem den Garaus machgsomebody the GARAUS make’) = (‘to kill somebody’)
that has the followingUBCAT list:

(49) machensuscaT ( NP[nomnl, NP[daf], NP[acq )

In addition they specify that the N&fd has to contain the bound wo@arausand
that the article has to be definite. The meaning of théehens specified to béill’.
Since this lexical entry is similar to other ditransitivevs, it is explained why the NPs
can be reordered or fronted and why the idiom can be pasdivihe normal rules of
German syntax appRf

37If there is no constituent that can be regarded as the heaginpty head can be stipulated. Of course
this comes with a cost and should be motivated by other tkhieareonsiderations.

38The examples in (i) are the respective examples for reargdiia) and fronting (i.b—c) of arguments
and passive (i.d).

@) a. weil ihm jemand denGaraus gemachhat
becauséimg somebodyomthe GARAUS;.c made has

b. Jemand hatihm denGaraus gemacht.
somebodyom hashimga the GARAUS;¢c made

c. Ihm hatjemand denGaraus gemacht.
himga; hassomebodyom the GARAUS,cc made



32

In connection with this example, it should be noted that, grammar employing
a lexical entry like the one suggested by Krenn and ErbacB4}1 3t is orthogonal
to the issue discussed here whether binary branching ortfiattsres are assumed.
In his Radical-Construction-Grammar-FAQ, Croft (2001 aPter 1.6.2) says that his
proposals can be formalized in feature-based theorie€hitegorial Grammar, but that
it is a disadvantage of such frameworks that they assumeyblomanching structures
since there are constructions with more than two parts.t@atés that a representation
like that in 50a can be converted into a Categorial Grammtatiom like 50b3°

(50) a. [pVNP]
b. VP/NP

The representation in 50b stands for an entity that will beRaifVan NP is added.
However, contrary to Croft's claim, such a conversion is gigssible for Constructions
with three or more parts. The result of converting 51a is 51b:

(51) a. pVNPNP]
b. (VP/NP)/NP

The representation in 51b says: if we combine (VP/NP)/NM WP we get VP/NP
and if we combine this with NP we get VP. The representatigamgin 49 corresponds
to ((S/NP)/NP)/NP, i.e, to a statement saying: if we combinerb with three NPs, we
get a sentenc¥. What the meaning of the sentence will be is specified to a kextgnt
in the lexical representation of the head.

In fact, Kay and Fillmore (1999, p. 20) give a representatibtihe What is X doing
Y?-Constructiotthat could be a lexical entry. The only argument they put fodifor a
phrasal Construction is that they avoid stipulating addii senses for the copllaas
it appears in this construction. However, the lexical idtrction of adjuncts suggested
by Kay (2005) amounts to saying that each head has infinitalyyrmeanings.

A drawback of the Krenn/Erbach approach is that it involves-focal selection
since the verlmachenstates constraints on the determiner of the d&P Garaus
However, locality is not recognized as an issue by those wwgriwithin Construc-
tion Grammar. For instance Goldberg’s Resultative Cortityn is specified as [Subj
[V OBJ OBL]], and thus the constraints regarding resulegiinvolve trees of a depth
greater than one. In the analysis outlined in Kay and Filend®99, all information
about adjuncts and arguments of a head is available at thmtspnode in a tree. Since
the representation of arguments and adjuncts in turn aontheir internal structure,
basically the whole internal structure of a linguistic attjes represented at the top-
most node and it is also possible to select internal parts 8glecting internal parts is
what Kay and Fillmore do in their analysis of thi¢hat is X doing Y?-Construction

In HPSG, non-local selection is usually made much harderssyraing a feature
geometry that does not allow for the selection of daughtesglected elements (Pol-
lard and Sag, 1994, See also Sag, To Appear on locality).Végt with this restrictive
feature geometry it is possible to specify restrictionstendyntactic context in which a
lexical item is uttered. For instance, Sailer (2000) hastiped a collocation module
that allows a lexical item to look at the whole surroundingtsace. This is possible

d. weil ihm derGaraus gemachtwvurde
becauséimgs: the GARAUS,ommade  was

395ee for instanc@ on the Categorial Grammar notation.
402, n. 159 gives a parallel lexical entry for the Dutch vedf (‘gave’).
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if one uses relational constraints. This approach was rézed to be too powerful,
however, since it did not place enough constraints on whnat & information may be
selected. The approach that was developed in Soehn and 3808 is more restrictive
in this respect.

This discussion shows that it is possible to control evangttirom the lexicon.
Whether this is motivated and whether a particular analigsteo expensive or too
powerful because of heavy usage of relational constraintgter devices has to be
decided on a case by case basis.

8 Conclusions

Comparing the phrasal approach to the lexical rule-basediboan be said that the
lexical rule-based approach is much simpler: stating dxiales for the resultative
construction is sufficient. Nothing has to be said abouttiberaction with other phe-
nomena. The output of the resultative lexical rules canesasithe input to the passive
lexical rule or for lexical rules that account for derivata morphology. Alternatively,
the output of the resultative lexical rules can be inflected then enter the syntax di-
rectly and function as the head in active clauses. Verb pleo¢, constituent reorder-
ing, relative clause formation, interrogative clause fation, fronting and adjunction
follow straightforwardly from the normal patterns of syxtand no reference to re-
sultative constructions is necessary in the parts of thengrar that deal with these
phenomena. Specific rules like 2b are not necessary—the afisteact head-argu-
ment-structure of HPSG which basically says ‘combine a el its argument’ is
sufficient.

The discussion of Figure 4 on page 30 shows that informaliahdan be attached
to phrasal Constructions can be attached to lexical itermge#isThe representation of
such information can be done at a phonologically filled headr( the case of the resul-
tative construction) or it can be attached to a phonololjieahpty head. An example
of the latter is the analysis of relative clauses in Pollard 8ag, 1994, Chapter 5. As
the discussion of the idiom analysis shows, even the titiggif a sentence may be
controlled from within a lexical entry. If one does not fallghe lexical approach and
specifies phrasal Constructions instead, one encountniepns in explaining the in-
teractions between syntax and morphology. This suggeatsatlexical treatment of
resultative constructions is more appropriate. Such adexbased analysis was sug-
gested by Boas, 2003 in the framework of Construction Gramiee lexical rules that
Boas refused to formulate can be formulated as suggestedtbgra working in the
HPSG framework or as lexical Argument Structure Constandisimilar to the ones
proposed by Kay (2005). So, this paper does not argue agaxistas a framework,
but rather against a specific type of analysis within thisteaork and other nontrans-
formational frameworks. Goldberg and Jackendoff (2004)raght in claiming that
one needs a tight connection between form and meaning ahddhee approaches
will have difficulties in capturing Goldberg and Jackendofindings, but the question
is how the resultative Construction is stated. | maintaat 8tating it in the lexicon is
the better solution.
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