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1. Introduction

Several authors have argued that Condition A has to be stated derivationally as in (1) (see Belletti und Rizzi 1988; Uriagereka 1988; Lebeaux 1991; Sabel 1996; Epstein et al. 1998; Epstein and Seely 2006; Grewendorf and Sabel 1999; Saito 2003, 2005; Grewendorf 2003; Bailyn 2005, among others). 
(1) Condition A of the Binding Theory can be fulfilled at any stage of the derivation.

The idea is that an anaphor (or a reciprocal expression) that is A-bound at one step of the derivation (within a local domain D) satisfies Condition A of the Binding Theory during the whole derivation. Section 2 contains a short discussion of the motivation for (1).

It has also been argued (see Reinhart 1983, among others) that bound variable pronouns behave like anaphors in certain respects. In section 3, I will discuss a similarity between derivationally bound anaphors and variable pronouns. Being bound at one step of the derivation by a quantificational antecedent is sufficient for these pronouns to be interpreted as bound variables at the semantic interface (i.e. at the C-/I-Interface). I propose the generalization in (2): 
(2) A pronoun that is A-bound (in accordance with Condition B of the Binding Theory) by a quantificational antecedent at any stage of the derivation is interpreted as a bound variable.
The notion “A-bound” refers to c-command by a coindexed antecedent in A-position. A-position is understood here as an L-related position, i.e. as a position that is related to a φ-feature. In the following, I abstract away from the way in which the antecedent of the reflexive/pronoun is determined (for example by coindexing) and the way in which the relationship between antecedent and dependent element is licensed with respect to the relevant local Domain D. Notions such as “coindexing”, “local domain” and “Condition A /B” are used only as descriptive terms, referring to adequate local relations between antecedent-anaphor and antecedent-bound-pronoun pairs however they are derived.
  
Binding Theory imposes opposing requirements on anaphors and pronouns in the same local domains. The domain within which Condition A requires that anaphors are bound, Condition B requires that pronouns are free.
 Different proposals have been made concerning the application of disjoint interpretative procedures, as found with Condition B/C (Lebeaux 1995, Epstein et al. 1998). Epstein et al. (1998), for example, claim that Condition B applies at every step of the derivation. In this paper (section 4), I develop a different approach, arguing that a pronoun can violate Condition B at early stages of a derivation but that as soon as its uninterpretable formal features are erased (valued) it has to fulfill Condition B at every point of the derivation  (cf. Sabel 1996, chapter 7, for an earlier version of this idea). 
(3) 
Condition B applies at the step of the derivation when the pronoun has had all its

uninterpretable features checked. 

In (3), I refer to the uninterpretable φ-features of the pronoun (uninterpretable A-bar features such as topic- or focus-features, being not part of the pronoun but of the corresponding functional heads). (3) follows from the fact that Condition B operates at the LF- or C(onceptual)-I(ntentional) Interface for generating a wellformed semantic representation. Given that elements containing uninterpretable features do not fulfill the necessary C-I interface legibility condition, pronouns with uninterpretable features are inaccessible for binding theoretic computations at early stages of a derivation. In section 5, I come back to anaphoric binding and the formulation in (1). It is argued that (1) needs to be revised, in the sense that anaphors (like pronouns) become visible for Condition A as soon as their uninterpretable features are checked. In section 6, some residual issues such as Condition C effects are discussed. Section 7 is the summary.  
2. Condition A
The motivation for the derivational version of Condition A in (1) comes from examples in which a structural relation required by Condition A is obliterated by movement. The relevant examples are well-known. They are found, for example, with psychological predicates (see Barss 1986:108; Johnson 1985:41ff., 1987, 1992; Pesetsky 1987, among others).  

(4)
a.



… [VP [please pictures of himselfi] Billi]

       
b.



[TP [pictures of himselfi] [VP [please t ] Billi]].


(5)
a.



… seem to [VP [bother these pictures of each otheri] themi] 

      
b.



[These pictures of each otheri] seem t' to [VP bother t themi].





(It seems that these pictures of each other bother them.)

Passive- and Raising constructions (6)-(7) provide further examples (Johnson 1985: 44f., 1992; Belletti und Rizzi 1988): 

(6)

[Pictures of themselvesi] were [painted t] by the meni.
(7)
a.
[Each otheri's pictures] seem to the meni [t'  to be t the most beautiful].

b.
[The stories about themselvesi] appear to the womeni [t' to be t complete fabrications].

c.
[Replicants of themselvesi] were believed t'' to have seemed to the boysi [t' to be t ugly].
The anaphoric expressions in (4)-(7) fulfill Condition A at one step of the derivation, i.e. not in their final destination of movement but before movement into this position. 


That an anaphor has to fulfill Condition A at only one step of the derivation is further confirmed by examples like (8)-(9). In these examples, in contrast to (4)-(7), the anaphor violates Condition A at the point of the derivation when the root VP is constructed. It fulfills Condition A after NP-movement of the antecedent has taken place: 

(8)


The meni seem to each otheri [ t' to be t nice]. 

(9)
a.

Bill thinks that the meni were [kissed t] by each otheri's wives. 


b.

Susani would be [pleased t] by these pictures of herselfi.
Within certain earlier versions of the Principles and Parameters framework, in which it was assumed that the Binding Conditions apply at a certain level of representation examples like (4)-(9) have been problematic. Condition A is fulfilled at S-structure in (8)-(9) but violated at S-structure in (4)-(7); Condition A is fulfilled at D-structure in (4)-(7) but violated at D-structure in (8)-(9); it is fulfilled at LF in (8)-(9) under the assumption that reconstruction does not apply for A-movement (Chomsky 1995) but violated at LF in (4)-(7). Under a derivational view, however, the grammaticality of (4)-(9) can be explained in a unified manner.  Furthermore, (1) is compatible with the perspective that the only linguistically significant levels are the C-I and A(rticulatory)-P(erceptual) interface levels. 

Another alternative to the derivational analysis is the representational analysis proposed in Barss (1984, 1986, 1988). This analysis covers the effects that movement can have on binding possibilities. The central theoretical idea is the concept of ‘chain binding’ according to which Condition A, for example, can be fulfilled if an antecedent α binds a dependent element β or a member of the movement chain whose head contains β. According to this view, Condition A is fulfilled in the examples involving A-movement (4)-(7) (and (8)-(9)) as well as with A'-movement, for example in (10)-(11), because α binds a trace of the DP that contains the anaphor. 
(10)




Billi wonders [CP [which pictures of himselfi/j] Joej likes t].
(11)




[Which pictures of himselfi/j] does Billi think [CP  t' Joej likes t]?
From a Minimalist point of view, it remains unclear why a complex ‘chain condition’ should exist at all; it does not follow from independently established operations. Another way of dealing with the examples (10) and (11) is to postulate an operation that yields “reconstruction” for the purposes of the Binding Theory in combination with A'-movement (Chomsky 1995). However, given that we can uniformly account for the data in (4)-(11) on the basis of derivational binding alone, it is not necessary to assume that an additional reconstruction operation exists. With respect to A'-movement, the anaphor in (10) is bound by Joe before wh-movement takes place and it is bound in (11) by Bill at the step of the derivation when the intermediate occurrence of the wh-phrase is moved into the embedded Spec CP, i.e. as a result of independently motivated movement steps in syntax. A similar account can be given for the examples (4)-(7) and (8)-(9) involving A-movement. 
, 

Let us consider a similar but more complex example involving extraction out of a wh-island (Sabel 2002a): 
(12)



a.

*
Bill asked Maryi [CP where [Paul bought some pictures of herselfi]]. 





b.



Bill asked Maryi
[CP which pictures of herselfi [Paul bought  t]]. 





c.  ?? Which pictures of herselfi did Bill ask Maryi  t'  where [Paul bought  t]? 

As can be seen from (12a), the anaphor is not licitly bound by its antecedent. However, in the intermediate landing site in the embedded Spec CP the anaphor is accessible to binding by its antecedent, as can be seen from (12b). The marginality of (12c) is due to the violation of the wh-island constraint. (12c) is much better than (12a) indicating that the anaphor meets condition A in (12c) in contrast to (12a). In (12c) the anaphor contained in the wh-phrase is not c-commanded by the matrix object. Nevertheless it can take Mary as antecedent. Given that the anaphor is not bound in its underlying position (12a) nor in its surface position, and given that the intermediate Spec CP is filled with a wh-phrase in (12c) the question is how the anaphor can fulfill Condition A in this example. The long-moved wh-phrase in (12c) is extracted via a second specifier position in the embedded CP (Rizzi 1997, Richards 2001, Sabel 2002a, 2002b). In this position the anaphor may be bound by the matrix object, assuming a VP-structure for this ditransitive construction in which the base position of Mary is structurally higher than the position of the embedded CP. (An alternative derivation with movement of the wh-phrase to νP followed by movement of the antecedent Mary to a higher νP specifier position in the matrix clause is probably impossible, see Chomsky 2001.) Assuming that Condition A can be satisfied anywhere in the derivation, the anaphor in (12b-c) satisfies condition A at a step of the derivation when the wh-phrase is located in an intermediate Spec CP position. 


3. Derivationally Bound Variable Pronouns 
Let us now turn to the distribution of pronouns that are interpreted as bound variables. Bound variable pronouns can be treated similar to elements that are subject to Condition A (see for example the discussion in Reinhart 1983, Abe 1993, Ruys 2000). The interpretation of a pronoun as a bound variable is only possible if the pronoun is A-bound by a quantificational antecedent. (A'-binding is impossible, i.e. overt A'-movement induces a weak crossover effect, cf. *Every childi, hisi mother loves tevery child; *Whoi does hisi mother love twho?).

The examples (13)-(15) illustrate that the bound variable reading of a pronoun is licensed although the pronoun has left the c-command domain of its binder. 
(13)




Which of hisi parents does Mary believe t' that every mani likes t best ? 

(14)




Hisi son seems to everyi father t' to be t a genius.

(15)




Every fatheri seems to his soni  t' to be t intelligent.

Note that pronoun binding in (13)-(14) cannot be attributed to covert operator movement. Like overt A'-movement, this would lead to a weak crossover effect (cf. the difference between Every childi loves hisi mother vs. *Hisi mother loves every childi). Similar to what was already observed with Condition A in section 2, it is sufficient if the relevant structural relation between operator and dependent element is established at one step of the derivation. 
That licensing of the bound variable reading of a pronoun is subject to similar constraints as anaphoric binding can also be seen from the fact that it is independent of A- or A'-movement of the constituent containing the pronoun. The bound variable reading of the pronoun is retained when the pronoun has left the c-command domain of its binder as a result of A'- (13) or A-movement (14) (Engdahl 1986, Koizumi 1992, Abe 1993:311). Given that the distribution of bound variable pronouns parallels the distribution of elements that are subject to Condition A, we can state the following generalization that parallels the derivational version of Condition A in (1) (see also Sabel 2002b). 
(16) A pronoun that is A-bound (in accordance with Condition B of the Binding Theory)

by a quantificational antecedent at any stage of the derivation is interpreted as 

a bound variable. 
The pronouns in (13)-(15) are all (derivationally) A-bound from outside of the local domain in which pronouns have to be free. The binding operation applies before (13)-(14) or after (15) movement into the sentence initial position takes place. One important consequence of (16) is that a pronoun that is bound according to (16) at any stage of the derivation cannot induce a weak crossover effect at later steps of the derivation with respect to its binder:

(14')




To whomi does hisi son seem tto which father [this son'  to be this son a genius]?
(14'')




To every fatheri, hisi son seems tto every father [this son'  to be this son a genius].

An alternative analysis of pronominal variable binding facts such as (13) relies on reconstruction. Fox (1999) assumes that variable binding has to be syntactically encoded at LF and that it triggers reconstruction. He argues that in (17a), reconstruction of the wh-phrase into the trace position is possible, licensing the bound variable reading of the pronoun he. 
(17)
a.


[Which of the books that hei asked herj for] did Ms. Brownj [VP give every studenti t]?




b.  *
[Which of the books that hei asked Ms. Brownj for] did shej [VP give every studenti *t]?


     c.


[Which of the books that hei asked Ms. Brownj for] did every studenti [VP t' get 



  from herj *t]?
A different situation arises in (17b). Reconstruction leads to a configuration in which the referential expression Ms. Brown is bound by the pronoun she, giving rise to a violation of Principle C of the Binding Theory. The crucial example is (17c). As evident from (17b), the position *t in (17c) is not a possible reconstruction site. If reconstruction took place into such a position this would incorrectly predict (17c) to yield a Principle C violation like (17b). Therefore, in order to account for the well-formedness of (17c) it seems to be necessary to postulate an intermediate trace t' in VP that represents a possible reconstruction site yielding the bound variable reading of the pronoun inside the wh-phrase at LF. 

There are at least two reasons to reject this analysis. Firstly, the argument depends on the claim that *t in (17b) like *t in (17c) is not a possible reconstruction site. But, as can be seen from (18a), *t in (17c) is a possible reconstruction site. 
(18)
a.  *
Did she2 give every student1 [the books that he1 asked Ms. Brown2 for]?





b.


Did every student1 get from her2 [the books that he1 asked Ms. Brown2 for]? 

Secondly, (19a) and (17b) are equally bad, although the wh-phrase in (19a) does not contain a pronoun. Therefore reconstruction should not be forced in (19a) according to this analysis. This shows that the Principle C effect in (17b) does not result from reconstruction. I conclude that the distribution of Principle C violations in (17) is not due to reconstruction of the wh-phrase (i.e., either into the position t or into an intermediate position in VP).

(19)
a.  *
[Which of the books that John asked Ms. Brown1 for] did she1 [VP give every student  t]?


     b.


[Which of the books that John asked Ms. Brown1 for] did every student [VP get 






from her1 t]?

Keeping aside the discussion of Principle C effects for the moment (see section 6) , I conclude that the licensing of a bound pronoun reading in example (17c) cannot be taken as an argument for reconstruction. The possibility of the bound variable reading in this example as well as in (17a) is a result of (16). Given that the pronoun in (17a, c) is A-bound by the operator before wh-movement takes place, it fulfills (16). 
4. A Derivational Application of Condition B
Let us next turn to the question of whether we can exactly determine at which point(s) of a derivation Condition B applies, i.e. at which stage(s) of the derivation a pronoun has to be free in its local binding domain. I will argue that Condition B applies as soon as the uninterpretable formal features of a pronoun are erased (but not at earlier stages of the derivation), and that from this moment on until the end of the derivation the pronoun has to obey Condition B, i.e. that it cannot be bound in its local domain. This means that the pronouns’ structural context becomes relevant not earlier than at the moment the C-I interface accesses the derivation. 
Let us first consider examples with pronouns that have their Case checked in their base position. 
(20)
a.

It seems to himi [that it is likely [that hei will loose]]. 

b.
*
Hei seems to himi [t'  to be likely [t to loose ]]. 


c.

Billi's mother seems to himi [t' to be likely [t to loose ]].
In (20b) the pronoun him has its uninterpretable Case features checked in its base position when it has been merged with to. At this point of the derivation (in its base position, cf. (20a)), it fulfills Condition B, but it violates Condition B shortly after NP-movement of he applies, as shown in (20b). The sentence is ungrammatical because him, after it has its uninterpretable features checked, does not fulfill Condition B at every later point of the derivation. (20c) suggests that the ungrammaticality of (20b) is not due to reconstruction or due to an intermediate movement step of the pronoun he into the position t' ; see also (23) below. 

A similar situation can be observed in (21)-(22). The pronoun is free and has its uninterpretable Case features checked before T is merged and NP-movement to Spec TP applies, as illustrated in (21a), (22a); after NP-movement it is bound and violates Condition B, cf. (21b), (22b). 
(21)
a.


[pleased Billi] himi.

b.
*

Billi [pleased t] himi.
(22)
a.


[appeared a ghosti] in front of iti.

b.
*

A ghosti [appeared t ] in front of iti.
In GB-type analyses, it has been argued on the basis of such examples that Condition B applies at S-Structure (see Barss 1986, Belletti and Rizzi 1988). Other authors have argued that Condition B applies only at LF (Uriagereka 1988, Chomsky 1995). We also find the view that Condition B applies at S-Structure and LF (Hestvik 1990). Within the Minimalist Program, the licensing of a pronoun can be seen as constrained by local steps in the derivation. In this sense, the examples in (20b), (21b), and (22b) show that it is not sufficient for a pronoun – in contrast to an anaphor – to fulfill the Binding Theory at one stage of the derivation, i.e. it is not sufficient for a pronoun to be free in its base position at one stage of the derivation. 
The examples above are compatible with an analysis according to which disjoint interpretative procedures for pronouns occur at every point of the derivation (Lebeaux 1995, Epstein et al. 1998, Epstein and Seely 2006). Given that the pronoun is bound in its domain at one step of the derivation in (20b), (21b), and (22b), the derivation is cancelled. However, the following examples show that it is inadequate to conclude from (20b), (21b), and (22b) that a pronoun violates the Binding Theory if it is bound in the relevant binding domain at one stage of the derivation: 
(23)




Hei seems to himselfi [t' to be t smart]. 






(compare:  *It seems to Billi hei is intelligent)

(24)
a.



[pleased hei] himselfi.

b.



Hei [pleased t] himselfi.
(25)
a.



were considered by each otheri [theyi (to be  t) intelligent].


b.



Theyi were considered by each otheri [(t' to be) t intelligent].














(compare: Theyi consider *themi/each otheri (to be) intelligent)
Before the pronoun moves to the subject position in (23)-(25), it violates (at one step of the derivation) Condition B, i.e. in its base position in (24) and in the embedded Spec TP in (23). (25) offers both possibilities. These examples show that a pronoun may be bound in its local binding domain at one stage of the derivation without leading to a violation of Condition B. 
Under certain assumptions about feature checking to which I turn in a moment we can describe the difference between (20)-(22) and (23)-(25) as follows. In (23)-(25), at the step of the derivation when the pronoun is bound in the relevant local domain it does not yet have its uninterpretable features checked. Bearing an uninterpretable Case feature, the pronoun is not visible to interpretative procedures (Condition B). It becomes visible at the step of the derivation when it occupies the (matrix) Spec TP position. At this step of the derivation it does not violate Condition B. Therefore, (23), (24b), and (25b) are grammatical. In (20)-(22), the pronouns’ uninterpretable feature is deleted at the step of the derivation before the pronoun is bound in D. The pronoun becomes visible to interpretative procedures and violates Condition B after movement of the antecedent to the root Spec TP takes place. 

Under a probe goal analysis, at the step of the derivation when the root T is merged in (23)-(25), T bears uninterpretable (unvalued) φ-features and the pronoun (DP) has interpretable (valued) φ-features. In addition, the pronoun has entered the derivation with an uninterpretable Case feature. Hence T and DP are active and Agree between probe (T) and goal (DP) applies. The uninterpretable φ-features of T are deleted (valued). The uninterpretable Case feature of DP deletes as a side effect (assuming that structural Case is a reflex of an uninterpretable φ-feature set). Normally, we would expect that DP is inactive now. However, movement of DP to Spec TP applies for independent reasons, i.e. to check the uninterpretable EPP feature of T that cannot be checked in situ. Given that the EPP-feature is not a matching feature we can think of pronoun movement to Spec TP in (23)-(25) as being induced by agreement between T and DP, i.e. by an operation that values the φ-features of T and satisfies the EPP at the same point of the derivation. Then the pronoun in (23)-(25) has its uninterpretable features deleted at the step of the derivation it occupies the Spec TP of the root clause and at this point (being located in the matrix Spec TP) it does not violate Condition B. Alternatively, we could assume that movement to the matrix Spec TP applies for Case checking reasons; i.e. that T and the DP that raises to Spec TP bear uninterpretable Case features. These features on T and DP are checked as a result of movement to Spec TP (see Chomsky 1995, Epstein and Seely 2006: 195ff.). Note that under a Case-checking/Move-F approach (as, for example, in Chomsky 1995), in which the pronoun checks its own and T's Case-feature via movement into a specifier position, as well as under the probe-goal analysis, the position of the pronoun in which it is sensitive to Condition B can be characterized uniformly for (20)-(25) (and for (13)-(15)) as the position where the pronoun has checked its uninterpretable Case feature. 
(23)-(25) have shown that a pronoun that violates the structural licensing condition for Condition B in its θ- (base) or in an intermediate position can still satisfy Condition B. It needs to be moved into a position where its uninterpretable Case feature erases and in this position the pronoun must be outside of its local domain that contains its binder. 
Consider the following examples. In contrast to (23)-(25) the pronouns’ uninterpretable Case feature is deleted in its θ- (base) position. The pronoun, now being accessible to interpretative procedures, violates Condition B at one step of the derivation (in its base position). Subsequently it is A'-moved.  
(26)
a.
*

Hei washes himi. 


b.
*

Himi, hei washes t.

c.
*

Himi, Mary thinks that t' hei washes t.
The pronoun is bound in its local domain after its uninterpretable features are deleted. A Binding Theory violation cannot be circumvented by A'-movement of the pronoun that takes it out of its local domain. Recall that uninterpretable A'-features are not part of the pronoun (but of the corresponding functional heads). They are irrelevant for the timing of the application of Condition B. 
This analysis correctly predicts that the following examples are likewise impossible: 

(27)
a.
*

Billi took [many pictures of himi].














b.
*

How many pictures of himi did Billi take t.

(28)
a.
*

Billi never talked [with himi] . 



















b.
*

With himi Billi never talked t.

The examples so far give rise to the following descriptive generalization: If a pronoun that has its uninterpretable formal features checked/valued, violates Condition B at one step of the derivation, then the violation cannot be overcome at further stages of the derivation. The derivation crashes. In other words, a pronoun that has its uninterpretable features checked has to fulfill Condition B at every (further) step of the derivation.
(29)
Derivational Condition B







A pronoun that has its uninterpretable feature checked (is visible to interpretative

procedures at the C-I Interface and) has to fulfill Condition B at every point of the

derivation.

(29) correctly predicts that (23)-(25) are wellformed. In (23)-(25) the pronoun has its uninterpretable features checked in a derived position where it is free. Note that the bound variable pronouns in (13)-(18) are not bound in their local domain at any step of the derivation. They don’t violate (29). They are bound by a quantificational antecedent from outside of their local domain and this binding relationship needs to be established at only one step of the derivation. Hence the parallelism with anaphoric expressions (i.e. between (1) and (16)).
(20b), (21b) and (22b) are excluded by (29). The pronoun in each of these examples has its uninterpretable features checked in its base position and is bound in its local domain at one step of the derivation. Therefore it violates Condition B and the derivation is cancelled. The same holds for (26)-(28). 
In (26)-(28), I have already discussed examples in which a pronoun violates Condition B at one step of the derivation (after its uninterpretable Case feature is checked) and is A'-moved afterwards. (29) correctly predicts that such a derivation may not neutralize the Condition B violation. Consider now (30). The pronoun violates Condition B at an earlier step of the derivation taking Bill as its antecedent. If this option is used, the derivation is already terminated before wh-movement to Spec CP applies. However, if John is the antecedent the pronoun fulfills (29) and the derivation converges: 

(30)
Johni wondered which picture of himi/*j Billj took t. 

Examples such as (31a) and (32a) in which predicates are A'-moved are of the same type (Huang 1993; Takano 1995, Barss 2001):

(31)
a.
*

[ti criticize heri] John thinks Maryi will not.


b.


[ti criticize herj] Maryj thinks Johni will not.

(32)
a.
*

[How ti proud of himi] do you think Johni should be? 


b.


[How ti proud of himj] does Johnj think Ii should be?

Due to an unbound predicate-internal subject trace (see also footnote 5) the pronouns her and him in (31a) and (32a) are not free in their local binding domain at every stage of the derivation. They violate (29). In contrast, in (31b) and (32b) the pronouns fulfill (29) at every stage of the derivation. Therefore these examples are grammatical. To sum up, also the predicate movement facts confirm the derivational analysis of Condition B proposed in this paper. 
5. Condition A Reconsidered
I now turn to other paradigmatic types of examples in order to see whether (29) makes correct predictions. I also compare the behavior of pronouns and anaphors with respect accessibility at the C-/I-Interface. It will turn out that anaphors are likewise inaccessible for binding theoretic computations unless they have checked their uninterpretable features. 

(29) correctly predicts that a Condition B violation results for a pronoun that fulfills Condition B in its base position but is moved to an EPP- (Case-) checking-position in which it is bound in a local domain as in (33a).  
(33)
a. *

Maryi expected [heri to seem to Bill [t' to be t pregnant]]. 


b.


Maryi expected [herselfi to seem to Bill [t' to be t pregnant]].

The pronoun in (33a) is free in its local domain in its base position. However, after it is moved (accompanied by checking its uninterpretable Case feature) into a higher local domain that contains the antecedent, it violates Condition B at one step of the derivation. Therefore, (33a) violates (29). As illustrated with (33b), if the pronoun is substituted by an anaphor the derivation leads to a grammatical result. This is expected according to (1).
Let us next consider the case of a pronoun that has its Case feature checked and violates (29) as a consequence of an intermediate movement step of its binder: 

(34)
a.


Billi /Hei seems [ t’’  to appear to *himi (/himselfi) [t’ to be t intelligent]]. 

b.


Maryi / Shei seems to Bill [t’’  to appear to *heri  (/herselfi) [t’ to be t pregnant]]. 

Note that this example is problematic for analyses which assume that intermediate A-movement steps are impossible (as, for example, Epstein and Seely 2006). According to such an analysis Bill/he and Mary/she occupy only the base (θ-) position and the final destination of movement at different points of the derivation in (34). The question is why (34) should violate Condition B. Note also that coreference between the pronoun in the intermediate clause and an antecedent in the matrix clause is possible whereas anaphoric binding is degraded (perhaps more difficult to interpret due to multiple raising in (35) vs. (36)):
(35) 




Mary seems  to Billi to appear to himi/*himselfi to be intelligent. 
(36) 




It seems to Billi to appear to himi/??himselfi that Mary is pregnant. 
We cannot ascribe the ungrammaticality of (34) with pronominal binding to the fact that a Condition C violation arises at one step of the derivation because this would incorrectly rule out the derivation of (34) with an anaphor. Within the analysis presented here, pronominal binding in (34) is ruled out due to an intermediate movement step and (29). At the step of the derivation when the antecedent is located in t’’, the pronoun has already checked its uninterpretable features, being visible for Condition B at the moment it is too close to its binder. The examples in (34) suggest that intermediate A-movement steps exist.  

They also show that in contrast to a bindee, an element may qualify as a binder for Condition A/B without having checked its uninterpretable Case feature. Being involved in φ-feature checking at a certain step of the derivation (in (34) with the intermediate deficient T) is sufficient for being a binder. A related fact concerning anaphors is the following. According to Reuland (2005), examples from Icelandic show that a bindee is probed by T in sentences where the antecedent does not c-command the anaphoric element. The following German sentences provide a similar example for this possibility. In impersonal passives, reflexives and reciprocals are licensed. Arguably, the binder are the uninterpretable φ-features on T (see also Baker, Johnson, Roberts 1989). The subject position is probably occupied with an empty expletive in impersonal passives (see, for example, Grewendorf 1990).  
(37)
a.


Hier  wird [TP pro [VP einanderi      nicht  angelogen] [T-φi]].  










here  is                       each-other   not     lied-to








b.


...
dass  [TP pro [VP sichi 
hier 

nicht gewaschen]  [T-φi wurde]]
   



that                    refl   
here 
not    washed              was
(38)-(39) are other examples that illustrate a similar behavior of anaphors and pronouns with respect to the binder. Consider (38b). We know that elements being attracted by P(eriperhal)-features in the C-system do not qualify as binders: 
(38)
a.



Hei thinks Mary likes himi.











b.



Himi, hei thinks Mary likes t.



This holds for Condition B as well as for Condition A:
(39)
a.

*

The girlsi, [each otheri's dance partners] criticized t. 


b.

*

How many students of artsi did [paintings of each otheri]/[each otheri's







paintings] convince the professor that he should support t? 

Hence, him and he fulfill Condition B in accordance with (29) in (38b).

Parallel activity conditions for the binder are observed with respect to Condition A and Condition B. Let us now turn to the bindee. It is natural to assume that an anaphor is visible to Condition A only as soon as it has its uninterpretable features checked: 
(40)

An anaphor that has its uninterpretable feature checked (is visible to interpretative procedures at the C-I Interface and) can fulfill Condition A of the Binding Theory at any stage of the derivation.

Both (1) and (40) are compatible with the examples involving Condition A discussed so far. But consider (41)-(42). (1) does not exclude (41)-(42):

(41)

*
Himselfi surprised t Johni. 

(42)

*
Himselfi seems to Johni t to be ugly. 

For reasons outlined in the next section, I prefer not to refer to Condition C in the analysis of these examples. However, we can account for the data on the basis of (40). The anaphor is bound in the relevant local domain at one step of the derivation, but at this step of the derivation, it has not yet checked its uninterpretable features. Therefore it is invisible for the binding operation. At the step of the derivation when it becomes visible it lacks a local binder.
According to Rizzi (1990), (41)-(42) are excluded due to the so-called “anaphor-agreement effect”, which results from an incompatibility between the property of being an anaphor and being construed with agreement (see also Woolford 1999), but this leaves open, why (43b) is possible. Again, we don’t need to rely to Condition C in order to account for the contrast in (43). (40) correctly predicts the asymmetry: 

(43)

a. *  John expected herselfi to seem to Maryi t' to be t pregnant.

b.    Mary expected herselfi to seem to Johni t' to be t pregnant.

I conclude that anaphors and pronouns are visible to Condition A and Condition B only as soon as they have their uninterpretable features checked. This gives rise to the following generalization: 
(44)
Binding Conditions A/B apply at the step of the derivation when an anaphor/a pronoun has had all its uninterpretable features checked. 

To sum up, Condition A and Condition B become active during a derivation and scan the structural licensing condition for an anaphor or a pronoun after these elements got rid of their uninterpretable Case feature, i.e. as soon as the they become visible at the semantic interface.
6. Residual Issues
A first residual issue of this analysis concerns the non complimentary distribution of anaphors and pronouns in certain contexts. Consider, for example, cases in which anaphors and pronouns are A'-moved. In a topicalized position, as shown in (45b), an anaphor is located in the local domain that contains the matrix subject as well. Why does the pronoun in (46b) not violate Condition B? 
(45)
a.
*

Billi thought that Mary likes himselfi.

b.


Billi thought that himselfi Mary likes t.

(46)
a.


Billi thought that Mary likes himi.


b.


Billi thought that himi Mary likes t.

In (46b), the pronoun is located in a left-peripheral position. It might be promising to find a unified analysis for (45b), (46b) and examples (47)-(48), in which anaphors and pronouns are not in complimentary distribution in their base position (see Bresnan 1982, Chomsky 1982:99, Huang 1983, Freidin 1986, Lasnik 1989, chapter 1, and Chomsky 1986:171ff.), but this analysis is outside of the scope of this paper.
 
(47)
Theyi saw each otheri's (/theiri) pictures.
(48)
Joei likes this picture of himi (/himselfi).
Secondly, several aspects concerning variable pronouns need further investigation. The first aspect concerns the status of binding by an quantificational antecedent from different positions. The discussion in section 3 and the formulation in (16) is related to A-binding. (16), however, does not rule out the possibility of having a pronoun bound by an operator that is not located in an A-position. Although pronoun binding is impossible from an A'-position, as illustrated in (49), example (50) shows that binding by an adjunct operator, i.e. binding from a non-argument position, is possible. Probably, binding in (50) applies before topicalization takes place, i.e. when the adjunct is located in its base position: 
(49) *Whoi does hisi mother love?

(50) Every dayi, Mary thought that iti was the happiest day of her life.

Another important question is how the c-command condition is fulfilled in examples such as (51)-(52). Note also that (52) allows for an inversely linked reading (different letters for different students) and for an internal-scope reading (one and the same letter): 
(51)

In every cityi you find someone who hates iti
(52)

A letter about every studenti was sent to hisi parents.
The discussion of these aspects require an article of its own.
In this paper, I have not analyzed Condition C effects in detail. The question arises whether Condition C can likewise be stated in derivational terms. A derivational version of Condition C according to which an R-expression must be free at every stage of the derivation is suggested in Lebeaux (1991), Heycock (1995), Epstein et al. (1998), and Epstein and Seely (2006). This formulation, however, raises the question of why examples such as (53)-(54) are acceptable. 

(53)

Bill seems to himself [t'  to be t intelligent]. 

(54)

Billi's mother seems to himi [t'' to be likely [t' to t win]]. 

In connection with Condition C, additional factors that cannot be captured with the instruments of Binding Theory are often relevant. For example, one additional interfering factor consists in the semantic nature of wh-phrases that contain R-expressions, as discussed at length in Heycock (1995): 



(55)
a.


 Which stories about Dianai did shei most object to?






b.
*

How many stories about Diana is shei likely to invent?

(56)
a.
*

Which pictures of Billi does hei like? 






b.


  How many of the stories about Dianai was shei really upset by?

The 'depth of embedding' of the pronoun (57) as well as of the R-expression (58) affects the possibility of coreference and the appearance of Principle C effects in the following examples (Guéron 1984:145, Huang 1993). When the R-expression is not in the same sentence with the pronoun the sentence is improved, as illustrated in (57). In (58), the depth of embedding of the R-expression varies.

(57)
a.
??

How many pictures of Johni does hei think that I like t? 





b.



How many pictures of Johni do you think that hei likes t?

(58)
a.
*

In Billi's apartment, hei spends a lot of time. 





b.



In the apartment Billi just rented, hei spends a lot of time.

"Opacity" induced by genitive phrases is also a case in point (examples from Speas (1991:248) and Lebeaux (1991:212, 237)) Compare (58) with (60) and also (58a) with (59):
(59)
a.



Maryi's cat, shei likes.    





b.



Which of Maryi's cats does shei like?

(60)
a.
??

Mary's pictures of Billi, hei really likes.

















b.
*

Whose examination of Billi did hei fear? 
Consider next the following contrast between a pronoun and an R-expression as a binder (see Emonds 1995): 
(61)
a.



We had to introduce Maryi to Maryi's guest at the station.    





b.

*
We had to introduce heri to Maryi's guest at the station.
R-expressions behave differently from pronouns and anaphors because the former are often subject to additional pragmatic constraints. However, as can be seen from (62), in certain contexts pronouns and R-expressions behave similar.

(62)





Clintoni/Shei voted for Clintoni. 
Furthermore, agreement on grammaticality judgements is often difficult to get with Condition C effects (see also Guéron 1984, Lebeaux 1991, Speas 1991, Huang 1993, Reinhart and Reuland 1993, and Epstein and Seely 2006 for discussion). As pointed out in Chomsky (1995:323), with respect to Condition C, “we enter here into a morass of difficult and partially unsolved questions.” 
7. Summary
In this paper, I have discussed derivationally bound pronouns and anaphors. It was argued that bound variable pronouns and anaphors behave similar in so far as being bound at one step of the derivation they don’t need a c-commanding antecedent in order to be properly interpreted (i.e., as bound variables or anaphoric elements). Furthermore, after a pronoun is bound by an operator, the operator may not induce a weak crossover violation at later steps of the derivation with respect to this pronoun. With respect to Binding Condition B, I have argued that a pronoun can violate Condition B at early stages of a derivation but as soon as its uninterpretable formal features are erased (valued) it has to fulfill Condition B at every further point of the derivation. It was argued that this pronominal behavior follows from the fact that Condition B operates at the LF- or C-/I-Interface for generating a wellformed semantic representation. Condition B starts to scan the locality conditions (i.e. structural licensing conditions) for a bound pronoun after the pronoun got rid of its uninterpretable Case feature, i.e. as soon as the pronoun becomes visible at the semantic interface. The discussion of Condition A in section 5 has shown that anaphors become likewise visible to Condition A only after they have their uninterpretable features checked, i.e. as soon as the they are visible at the semantic interface. This means that Condition A and Condition B become active during a derivation and start scanning the structural licensing condition for an anaphor or a pronoun at a certain local step of the derivation, i.e. after these elements got rid of their uninterpretable φ-feature.
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� The traditional concept of “coindexing” is problematic under Chomsky’s (1995:228) Inclusiveness Condition because indices cannot be added to the computation after an item is selected for the lexical array (but see Kural and Tsoulas 2005 for a different view). One potential solution for this problem among others is to assume an interpretative version of binding theory, as proposed in Chomsky (1995:211) (i.e. If α is an anaphor, interpret it as coreferential with a c-commanding phrase in D; If α is a pronominal, interpret it as disjoint from every c-commanding phrase in D). Coindexing as well as “local domain D” need not be stated explicitly, as pointed out by Chomsky (1995: 211), if a movement approach for the licensing of anaphors (and pronouns) is correct. One version of the movement approach is that anaphors move to T0 (i.e. Lebeaux’ LF-cliticization analysis). Then the nature of Domain D follows from locality constraints on movement. Another movement approach proposed by Kayne (2002) (among others) assumes that the antecedent moves into its surface position out of a doubling structure that includes an anaphor or a pronoun. (See also Hornstein (2001) for a movement analysis.) In this analysis, the operation of “coindexing” is no longer needed because coreference is established by merger. Other ways exist to ensure coindexation in a way compatible with the Inclusiveness Condition. For example, the relevant effects could be derived by a feature-valuation (agreement) operation (Reuland 2005). In this case, it becomes relevant that various notions of Domain D have been proposed in the literature (see, among others, Chomsky 1981, 1986; Giorgi 1987; Canac-Marquis, R. 2005; Safir (to appear)).


� See section 6 for a short discussion of potential counterexamples where anaphors and pronouns are not in complementary distribution. 


�	I assume that the experiencer DP following to may c-command into the lower clause, and that c-command  of the agentive DP following by in passives is likewise not blocked by the preposition (see Boeckx 1999, Bošković 2002, Collins 2005, and Epstein and Seely 2006 for relevant discussion):


(i)   a. It seems to the meni that rumors about each otheri are frequent. 


       b. It seems to Bill that pictures of himself are risque. 


(ii)  The letter was sent by Johni to himselfi.


� Another (potential) problem for a non-derivational approach arises in (11) under coreference between Bill and himself, if the intermediate trace/copy deletion approach is adopted (see Lasnik and Saito 1990, Chomsky 1995, Lasnik 2001). After deletion of t' the example does no longer meet the representational conditions for fulfilling Condition A; however, see Chomsky (1995: 387, fn. 75) for some related suggestions. Note also that a completely different concept of chains is proposed in Chomsky (2005).


� (1) is likewise compatible with the so-called predicate/argument asymmetries (see Barss 1986, section 3.4, Huang 1993, Takano 1995, Barss 2001). (10)-(11) are examples for the phenomenon of multiple binding domains. The anaphor can be bound by the embedded or by the matrix subject. In (i), however, the anaphor is embedded in a predicate and it can only be bound by the embedded subject:


(i)	a.				[How proud of himselfi/*j] does Billj think [t' Joei will be t]?


	b.				[Critizice himselfi/*j] Billj thinks [t'  Joei will not t] . 


Huang (1993), Takano (1995), and Barss (2001) argue that the presence of an unbound predicate-internal subject trace is responsible for the impossibility to extend the binding domain of the anaphor: 


(ii)	a.				[AP  how  tJoe   proud of himself*j/i ] does Billj think [t'  Joei will be tAP] ? 


	b.				[νP tJoe critizice himselfi/*j] Billj thinks [t'  Joei will not tνP].


The embedded predicate is the local binding domain for the anaphor in (ii) but not in (10)-(11). The anaphor is moved together with its local binding domain that contains the trace of the embedded subject, which represents the next possible antecedent at every stage of the derivation.


� Variation among languages with respect to binding phenomena might affect the proposed analysis as well. Parameterization can, for example, result from different lexical properties of anaphors and pronouns in languages (see Wexler and Manzini 1987, Aoun and Hornstein 1991, Koster and Reuland 1991, Reinhart and Reuland 1993, Cole and Wang 1997, Lidz 2001, Grewendorf 2003, among others).
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