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1. Mode of Grammar

Optimality Theory (OT) has been developed since the earhetigs, by Alan Prince, Paul
Smolensky, John McCarthy and others. At first, the focus waimiyon phonology; but the
approach has since been extended to morphology, syntaansies) and pragmatics. The most
comprehensive (and best) exposition of the theory is stiide@ & Smolensky (1993; 2004).
Early groundbreaking work in syntax includes Grimshaw (A)9%esetsky (1998), and Leg-
endre, Smolensky & Wilson (1998). Introductions includeg&a(1999) (with little material
on syntax), Mller (2000b) (in German), Legendre (2001) McCarthy (2002) (with quite
a bit on syntax). OT shares with most other grammatical ibedhe assumption thabn-
straintsare crucial in restricting the class of possible linguigtiqressions (LES) in natural
languages; however, it differs in important ways from \atty all other grammatical theories in
that it envisages a non-trivial interaction of constraii®re specifically, OT rests on four ba-
sic assumptions: First, constraints are univengaiversality. Second, constraints are violable
(violability). Third, constraints are rankethfiking). And fourth, the wellformedness of an LE
cannot solely be determined on the basis of LE’s interngb@rties. Rather, external factors
(more precisely, the competition of LE with other linguistixpressions) determine whether LE
is grammatical or notqgpmpetition: LEs arecandidates None of these assumptions is shared
by standard grammatical theories like Chomsky’s (1981)d&boment-Binding (GB) theory or
Pollard & Sag’s (1994) Head-Driven Phrase Structure Gramiizking GB theory as a typical
example, we can first observe that here, not all constraietsimiversal (there are parameters
and language-specific filters — but cf. ‘third-factor’ metnstraints on constraints in recent
work in the minimalist program, as in Chomsky (2007; 2008gcond, constraints cannot be
violated. Third, constraints are not ranked (i.e., all ajeadly important and do not interac).
Finally, the wellformedness of a linguistic expression leEgy(, a sentence) can standardly fully
be determined on the basis of LE's internal properties. fBalefactors (i.e., the properties of
other LES) are irrelevant.

At the heart of OT is the concept of optimality of a candidalg Which can be defined as in

).

(1) Optimality.
A candidate Gis optimal with respect to some constraint rankinGon, > Cor, > ...
> Con,> iff there is no other candidate;Gn the samecandidate sethat has a better
constraint profile

For now, we can assume that optimality equals grammatio@itwellformedness). (1) intro-

1 Here and henceforth, LE stands for a grammatical unit thatiigect to an optimization procedure deciding on its
wellformedness. LE is the basic unit of a grammatical donfpionology, morphology, syntax, semantics); e.g.: the
sentence in syntax (but see below).

2 It has sometimes been argued that there is a difference depweay., “weak” and “strong” violations of constraints on
movement, such as the Subjacency Condition vs. the Empgg@at Principle (ECP) in Chomsky (1986). However,
this is just stipulated on top of the grammatical decisioncpdure (yes/no), and does not reflect a genuine interaction
of constraints (let along a ranking).
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duces two additional concepts — that of a constraint prodife] that of a candidate set. The
constraint profile determines which of two competing caathd is to be preferred. A concept
of constraint profile that in principle permits more than @aadidate to be optimal is given in
(2) (this is in contrast to Grimshaw (1997), which presumgsahat only one candidate can be
optimal in any given candidate set).

(2) Constraint profile
C; has a better constraint profile thap iCthere is a constraint Cansuch that (i) and (ii)
hold:
a. G satisfies ¢ better than Con
b. Thereis no constraint Cpthat is ranked higher than Cgrand for which G and G
differ.

We can assume that a candidated@atisfies a constraint Con better than a candidatié C;
violates Con less often than; CThis includes, as a special case, the situation thatiées

not violate Con at all, whereas; @oes. Turning to candidate sets next, the basic task of this
concept is to clarify what competes with what. Various d#f& versions of the concept have
been proposed for syntax. (3) lists some of the more widedyptatl definitions.

(3) Candidate set
Two candidates are in the same candidate set iff

they have the same content words

they have the same words (see Chomsky’s (1995) numeyation

they have the same meaning

they have the same content words and the same meaning

they have the same words and the same meaning

they have the same content words and a “sufficiently sithifeeaning

they have the same f-structure (see work in OT-LFG, whérésGcombined with
Lexical Functional Grammar; cf. Choi (1999), Sells (20Q0esnan (2001), and
papers in Sells (2001b))

h. they have the same D-structure (see work in the GB tranjitio

i. they have the same predicte/argument structures andthe bgical forms

j-  they have an identicé#hdex(a “target predicate-argument structure, with scopes indi
cated for variables; operators mark scope”; see Legendrele®isky & Wilson (1998,
258)).

In order to be able to check candidate LEs against a set dhbl®lnd ranked constraints and
resolving the competition by determining the optimal caladi in a candidate set, one must have
the candidates first. In other words: The approach to syrketclsed so far presupposes that
there is a second, prior, component that generates thedzsadi The truly optimality-theoretic
component of a grammar that selects a candidate with a bestramt profile is often referred to
as the H-EAL (‘Harmony Evaluation’) part of the grammar; this componierfed by a simple
standard grammar with inviolable and non-ranked condsdivat is called &N (‘Generator’).

@~ooooTw

3 Similar questions, and similar kinds of variation, can berit in (mostly early) versions of the minimalist program
(Chomsky (1995; 2001)) that rely dransderivational constrainta/hich choose among a set of competing derivations
in a candidate set; see Sternefeld (1996) and referenegstbitre. In the minimalist tradition, candidate sets aualys
referred to aseference sets
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The full structure of the syntax component of an OT grammagivsn in figure 1.

Figure 1: Structure of an optimality-theoretic syntax campnt
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It is clear what the H-EAL component takes as its input (viz., the candidate set of ebmp
ing output candidates generated bgig; but, as indicated in figure 1, a major open question (in
fact, arguably one of the biggest unresolved problems of Ydifax) is what &N in turn takes
as its input. For phonology, the standard OT assumptionat @&N creates outputs candi-
dates on the basis of an input; i.e., inputs also define théidate set (see Prince & Smolensky
(2004)). Outputs then differ from their underlying inputvarious ways (giving rise to faith-
fulness violations; see below), but inputs are standardbumed to be of roughly the same
type as outputs (e.g., underlying representations (UB8sY) may even be identical. This seems
hardly tenable for syntax (or for morphology) because itsdoat take into account the effect of
structure-buildingoperations: If outputs for H-#AL are syntactic structures, and structures are
generated by 6N, then where does the input structure come from if inputs e syntactic
structures? Consequently, it is at present completelyeanalhat the input in syntax should
look like. Suggestions range from relatively poorly sturetd inputs (e.g., predicate/argument
structures in Grimshaw (1997)) to extremely richly struetlinputs (e.g., the ‘index’ of Legen-
dre, Smolensky & Wilson (1998)); in fact, given that one tasndardly attributed to the input
is that of defining candidate sets, many of the proposals)icg8 also be viewed as proposals
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for concepts of inputs. What is more, it might be that themisnput in syntax at aft. In what
follows, | will leave this issue undecided. | will continue presuppose that inputs exist (but |
will not presuppose any specific concept of input); | will atpicandidates with outputs.

Standardly, two basic types of HvEL constraints can be distinguished in OT that often give
rise to conflicts. On the one hand, there fiéhfulness constraintthat demand that input and
output are identical with respect to some property. Theeetlaree basic subtypes: FirsteB
constraints (sometimes also referred to as Feonstraints, with subtle differences related to the
overall organization of grammar that need not concern us)lgate that there can be no items
in the output that are not present in the input. Assumingirfstance, expletives to be absent in
syntactic inputs, the occurrence of an expletive in an duspiliviolate a DEP constraint. The
same may hold for traces (or copies), assuming that syataqtiits (whatever they ultimately
look like) are unlikely to involve movement. Secondak constraints (sometimes also referred
to as RARSE constraints, with the same qualification as above) demaaidathitems that are
present in the input are also present in the output. Thugjradls of deletion phenomena will
incur violations of Max constraints. Third,DENT constraints prohibit the modification of items
from inputto output. Note that Bp, MAX, and IDENT constraints can be formulated for items of
various complexity levels (e.g., feature values, featuiesture bundles, lexical items, perhaps
complex syntactic categories). AccordinglyAM/DEeP constraints for items with complexity
n can often be reformulated asgNT constraints at the next-higher complexity leweil, and
vice versa. E.g., deletion of a feature (aklviolation) will give rise to a different lexical item
bearing this feature in the input (aneNT violation). Next to faithfulness constraints, there
is a second basic type of HvEL constraint:Markedness constrainteipose requirements on
outputs that may necessitate a deviation from the iRput.

Optimality-theoretic competitions are often illustratey tables, so-calletableaux The
basic principle is illustrated in (4). There are three cists A, B, and C, with A ranked higher
than B, and B ranked higher than C (& B > C). The candidate set contains five candidate
outputs Q—0; (typically, there are many more, but let us focus on thesddimeow). Violations
incurred by a candidate are marked by a star (*). A decisieéation of some constraint that
is responsible for eliminating the candidate by classiyitras suboptimal is here accompanied
by an exclamation mark (!); this is strictly speaking redamidand is accordingly sometimes
left out in tableaux. Finally, an optimal candidate is idéed by the so-called pointing finger:
0. Given the constraint violations induced by the candidated given the ranking of the three
constraints A> B > C, O, turns out to have the (sole) best constraint profileiiffsee (2)), and
is therefore predicted to be optimal (see (1)). (Informailg can state that an optimal output is
a candidate that has its first star furthest to the right irb&etau.)

Consider next the issue of cross-linguistic variation. Asuanption that is not made in most

4 In Heck et al. (2002) it is argued that the two basic motivaidor inputs in phonology — viz., (i) defining candi-
date sets and (ii) providing information for faithfulnesmnetraints (see below) — are either unavailable or irreleira
syntax. More specifically, (i) is unavailable because odatd sets cannot adequately be defined by resorting to input
information only, and (i) is irrelevant because syntaxlikey phonology, is an information-preserving system hwit
e.g., subcategorization information present on a verhutitrout the derivation.

5 Under the input-free conception of OT syntax mentioned ap®@EpP, MAX and IDENT constraints all have to be
reformulated as constraints that are purley output-cenin the case of Bp constraints, this will involve markedness
constraints banning items with property P, where P is theety that kept the item from appearing in the input in the
first place. For instance, rather than violating faithfeeua not appearing in the input, expletives, under the-inpe
view, would violate markedness qua being semantically gnwghich would be just the property responsible for their
non-occurrence in inputs in the standard OT model.
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Ty: The basic principle

A|B| C
0 o *
Oy **]
O *1
Oy || !
Os L

minimalist approaches, but virtually everywhere else intagtic theory (including GB theory)
is that languages differ with respect to their grammars, (het just the make-up of lexical
items). Grammatical differences between languages aga aisumed not to be completely ar-
bitrary; this is then captured by assuming some kind of jipiad variation, or parametrization.
Parametrization in optimality theory is simply viewed@mstraint reranking Thus, suppose
that the ranking of constraints B and C is reversed;inWith the constraint profile of the com-
peting outputs remaining identical. In that case,(@ther than @) is predicted to be optimal.
This is shown in tableausl

To: Parametrization

AT C B
O, *
0, x|
0 O, *
K
0, I

OT was developed out of so-called “harmonic grammar” apghes, which are instantia-
tions of a more general theory of neural netwdtkshe main innovation of OT is that quality
comes before quantity, in the sense that no number of vizlatof a lower-ranked constraint
can outweigh a single violation of a higher-ranked constral his property is encoded in the
definition of constraint profile in (2); it is illustrated byé abstract competition insT Even
though candidates £and Q, each incur only one constraint violation in total (ang @nly
two), Oy, with four constraint violations all in all, emerges as omi because its violations
only concern the lowest-ranked constraint C. Quantity deepme relevant when quality can-
not decide between candidates; thus,i©blocked by Q because it incurs more violations of
the highest-ranked constraint on which the two candidaftes.d

However, there is a caveat. OT has introduced a means to mirdethe irrelevance of
constraint violation quantity as such, viacal conjunctiorof constraints (see Smolensky (1996;
2006)). Local conjunction can be defined as in (4).

(4) Local Conjunction

a. Local conjunction of two constraints CqrCon, with respect to a local domain D
yields a new constraint Ce& pCon, that is violated iff there are two separate viola-
tions of Con and Con in a single domain D.

6 See Prince & Smolensky (2004, ch. 10) and Smolensky & Lege(2B06, part 1) for detailed elaboration of the
differences between these two kinds of approaches.
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Ts: Irrelevance of constraint violation numbers as such

A| B C
D O1 *kkk
02 *kkkk | *%k
O *|
Oy || !
05 *! *

b.  Universal ranking: Cor& pCon, > {Cony, Con,}
c. Itmay be that Con= Con,. (Local conjunction is reflexive.)
d. Notation: B = B&B, B? = B2&B, etc.

Given local conjunction, the situation can arise that thitjeiolation of two low-ranked con-
straints B, C may in fact outweigh the violation of a highanked constraint A (because the
complex constraint B&C derived from local conjunction may be ranked higher thar\Agre-
over, local conjunction can be reflexive (see (4-c)); thisnsthat multiple violations of a single
constraint may also suffice to outweigh the violation of ahleigranked constraint. This is il-
lustrated in T;, which differs minimally from F in that C! (the result of iterated reflexive local
conjunction applying to C which is violated when C is viokhfeur times or more) is present,
and which produces a different winner (viz.3)O

T4: A consequence of reflexive local conjunction

C'|A]B C
0O, *| *kkk
0, *| *kkRFIKK
0 Os *
Oy *1
Os *1 *

T4 should make it clear that local conjunction is far from hagssl This conclusion is rein-
forced by the observation that an unrestricted system af lmanjunction automatically leads to
a non-finite set of constraints, which is otherwise unhe&id grammatical theory. Still, it can
be noted that local conjunction (reflexive or otherwise) gigen rise to a number of insightful
analyses of various grammatical phenomena; so there istigfgte a bit of empirical evidence
for it (see, for instance, Legendre, Smolensky & Wilson @9n displacement, Fischer (2001)
on quantifier scope, Aissen (1999; 2003a) and Keine & MUIR&E0E; 2009) on differential
argument encoding, and Keine (2010) on eccentric instamfoesse and agreement).

In what follows, | will highlight central aspects of OT symtdocussing on issues where OT
syntax substantially differs from other syntactic thesritn doing so, | will first discuss types
of empirical evidence that would seem to support an OT pets@(section 2); after that | turn
to kinds of data that may qualify as problematic for an OT pective (section 3). Section 4
then addresses a topic that strikes me as potentially vergrit@ant for future work in OT syntax,
particularly when compared to recent developments in themailist program, viz., the issue of
optimization domains. Finally, in section 5 | turn to the gpects for OT syntax as a framework
for syntax.
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2. Evidencefor OT Analysesin Syntax

Central pieces of evidence for OT analyses come from thevitig four domains: (i) constraint
conflict, (ii) repair phenomena; (iii) default contextsrfiergence of the unmarked’), and (iv)
cross-linguistic variation by constraint reranking. | heitidress these issues in turn.

2.1 Constraint Conflict

Here the profile of the empirical evidence looks as followlse Tacts show that two general and
far-reaching constraints are well motivated, indeperigeritone another. However, in some
contexts the two constraints may end up being in conflict) Wit evidence suggesting that one
may selectively, and systematically, be violated in favoluthe other. In standard approaches
to grammar, this state of affairs automatically gives riz@n undesirable consequence: One
of the two constraints must be abandoned; or there has to lexpitit exception clause in
the definition of one of the constraints; or the applicatidrooe of the two constraints has
to be relegated to some other (typically more abstract) lefzeepresentation; etc. In an OT
grammar, the constraint conflict can be systematicallylvesioby constraint ranking. Simple
wh-movement in English is a case in point; consider (5).

(5) a. ldon'tknow Epwhich book John bought]
b. *I don't know [cp John bought which book ]

Any grammar of English will recognize (something like) (beand (6-b) as two plausible con-
straints: On the one hand, in simple questionghgphrase moves to a clause-initial position
(SpecC, e.qg.); on the other hand, a direct object shows ugimimediate vicinity of the verb
that it is an object of.

(6) a. WH-CRITERION (WH-CRIT):
Whitems are in Spec(y,-
b. 6-ASSIGNMENT(A-ASSIGN):
Internal arguments of V are c-commanded by V.

In (5), (6-a) and (6-b) cannot both be satisfied, and the feethedness of (5-a) suggests that
it is (6-b) that has to give in the case of conflict. This cos@a cannot be drawn in standard
models of grammar (that do not envisage constraint vidtghithough. The consequence here
has to be that eithet-AssIGN does not hold; or the constraint is enriched by an exception
clause (“does not hold fowh-items”); or both constraints hold, but not at the same lefel
representation (\W-CRIT may hold for surface representations or S-struct@rASSIGN may
hold for an abstract level of predicate argument structurB-gtructure). In contrast, in OT,
both constraints can be assumed to hold, but they are raskad?)’

(7) Ranking
WH-CRIT > 0-ASSIGN

The competition underlying (5) is illustrated iry.T

Note that the displacement of thdritem can be analyzed in terms of a syntactic movement
transformation that moves theh-item from its base position into the target SpecC position.
Movement may be assumed leave a trace (t) or a copy. On thig the role off-ASSIGN

7 For the sake of clarity, a specification of the input is preddn the form of a numeration; this is of no further
importance in the present context.



8 GEREONMULLER

Ts: Simple wh-question formation in English

Input: John, bought, which, book, v, TGy || WH-CRIT | §-ASSIGN
0 Oq: ... which book John bought *
Os: ... John bought which book *

can be taken over by the more general constragoioMy (see Grimshaw (1997), Legendre,
Smolensky & Wilson (1998), Ackema & Neeleman (1998), amotigers, for versions of this
constraint). Given that OT, like other grammatical thegyrigtrives for maximally simple and
elegant constraints, this would seem to be a step in thedigittion.

(8) EconoMmy:
Traces (copies) are prohibited.

Arguably, (8) can (and, if so, should) be derived from yet engeneral constraints and their in-
teraction; Grimshaw (2001; 2006) has come up with promiattgmpts to achieve this (also see
Steddy & Samek-Lodovici (2009) for an application of the arlging logic to universal con-
straints on DP-internal order of D, Number, A and N): On the band, it can be observed that
all syntactic constituents violate so-called alignmentstmaints that dictate the left-peripheral
or right-peripheral placement of items. Given dichotontilkes HEAD-LEFT/HEAD-RIGHT and
COMPLEMENT-LEFT/COMPLEMENT-RIGHT, with (due to the universality of constraints) both
inherently conflicting constraints of a pair active in eviagguage even if only one of the two
actually determines a given order, it is clear that morecstine will invariably imply more vio-
lations of alignment constraints (viz., the ones which aoéated in any given structure). Move-
ment is structure-building; therefore, ang&Nomy violation will also trigger a violation of
alignment (see Grimshaw (2001)). On the other hand, as kmdabove, all movement chains
in outputs are trivial (i.e., single-membered) in the inphtovement gives rise to non-trivial
(i.e., multi-membered) chains. This implies a violationfathfulness (DENT/UNIQUENESS
see Grimshaw (2006)).

The main conclusion concerning the role of constraint coiniffi summed up in the follow-
ing quote.

Whether UG constraints conflict or not is an empirical issifethey do, and they do appear to
do so, a formally precise theory of their interaction becemecessary for a proper understanding
of grammar because simultaneous satisfaction of all caingsrceases to be a viable definition of
grammaticality.

Samek-Lodovici (2006, 94)

2.2 Repair Phenomena

With repair phenomena, the profile of the empirical evidéadbis: The facts suggest that some
well-formed complex LE exhibits properties that are notmally permitted in the grammar. It
seems that, in the case at hand, these properties are permdtta last resort (given that all
alternatives qualify as even worse, in a sense to be mads@ye€onsider the distribution of
resumptive pronouns in English, as indicated by the exasipl€).

(9) a. (the man)who(m) | sawt
b. *(the man) who(m) | don’t believe the claim that anyone saw
c. *(the man) who(m) I saw him
d. ?(the man) who(m) | don't believe the claim that anyone ki
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The insertion of resumptive pronouns may (often) be viewed &epair phenomenon, i.e., as
a last resort operation that can only take place if a weltrienl sentence cannot otherwise be
generated (see Shlonsky (1992) and Hornstein (2001), aottvegs). Here, a resumptive pro-
noun is possible if movement is blocked by an island consti#ie Complex NP Constraint,
in the case at hand; see Ross (1967)); compare (9-b) (movewigm (9-d) (resumption). If
movement is possible, resumption is blocked:; cf. (9%ac).

The insertion of a resumptive pronoun (which, by assumpi®not part of the input) vi-
olates a [P faithfulness constraint, but is required by a higher-rahkerkedness constraint.
OT analyses of resumptive pronouns that employ this gefaga have been developed in Pe-
setsky (1998), Legendre, Smolensky & Wilson (1998), anar8ahn (2006). Let us look at
what a (simplified) account of the pattern in (9) could lodteli Suppose that there is a con-
straint like REL-CRIT in (10-a) that triggers displacement in relative clausest that there is
an island constraint like CNPC in (10-b)Furthermore, there is a #» constraint blocking
insertion of resumptive pronouns in outputs. Following @is&y (2000; 2001), this constraint
may be referred to as\CLUSIVENESS see (10-c).

(10) a. ReL-CRITERION (REL-CRIT):
Relative pronouns are in SpecC of a relative clause.
b. CompLEX NP ConDITION, CNPC):
A moved item must not be separated from its trace by an intémgeDP.
C. INCLUSIVENESS(INCL, a DEP constraint):
Every element of the output must be present in the input.

Suppose next that the ranking is as in (3%).

(11) Ranking
REL-CRIT > CNPC> INCL

This accounts for the pattern in (9)¢ $hows two things. First, the highest-rankeglRCRIT is
not violable in an optimal output (i.e., relative operatamvement is obligatory). And second, a
resumptive pronoun that violatescdL is blocked if movement is possible (i.e., compatible with

8 English may ultimately not be the best language to illustifie phenomenon because (9-d) is somewhat marked.
Still, it may do in the present context because we are ongrésted in the general pattern, not in a comprehensive and
empirically impeccable analysis of a single language. Bhat, the following data from Swedish (see Engdahl (1982;
1985), Sells (1984)) instantiate exactly the same pattern.

@i a Det finnsmycketmanonskaratt *t/detskulle varaannorlunda

thereis alot one wishesthatt/it shouldbe different
“There is a lot one wishes were different.”

b. Villet ord; vissteingen hur *t/detstaves ?
whichword knew no onehowt/it  is spelled
‘Which word did no one know how it is spelled?’

C. | gar sag jag enfilm somjagredan glomt t/*den
yesterdaysawl a film that| alreadyforgott/it
“Yesterday | saw a film that | have already forgotten.”

Resumptive pronouns in Swedish are also confined to islantexts, where traces are blocked (with some well-
defined exceptional cases where there is optionality); tfassimptive pronoun insertion is a repair/last resort afpr
amenable to the same type of analysis given in the text.

9 There may eventually be much more general constraints t®pgeonstraints, replacing botheR-CrIT and CNPC,
but this is immaterial for the logic of the argument.

10 The ranking of REL-CRIT and CNPC is actually not crucial here but will be assumed tstiet to simplify matters.
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CNPC).
TGZ Trace vs. resumptive pronouns; transparent context

Input: I, who(m), saw, Gy, the, man|| REL-CRIT | CNPC | INCL
0 Oq: the man who(m) | saw t
O,: the man who(m) | saw him *1
Oj3: the man | saw who(m) *1

In contrast, T illustrates that if movement would have to violate CNPCureption be-
comes optimal: NcL is violable as a last resort.

T,: Trace vs. resumptive pronoun, opague CNPC context

Input: anyone, who(m), saw, |, do, not, believe, REL-CRIT | CNPC | INCL
the, claim, that, Gy, the man
O;: the man who(m) | don't believe the claim that anyone saw t *
0 Oq: the man who(m) | don't believe the claim that anyone saw him *
Os: the man | don't believe the claim that anyone saw who(m) || *

There are many more such instances of repair phenomenataxsgnd some of them have
been given OT analyses that reflect the basic mechanismreseémed. The first repair phe-
nomenon to receive an optimality-theoretic accourdassupport in English; see Grimshaw
(1997) (Grimshaw shows that insertion of an expletieg which violates a faithfulness con-
straint, is only possible ivh-contexts and negation contexts, where (partially difiesets of)
higher-ranked constraints conspire so as to make verlmgagdligatory, and an auxiliary that
can raise is not available), and also Grimshaw (2010) amdlee€es cited there. Other phenom-
ena include the so-calldgrsatz-infinitive(Infinitivus pro Participio) in German and the oppo-
site phenomenon of Participium pro Infinitivo in Swedishg(¥diklund (2001), Schmid (2005),
Vogel (2009a)); R-pronouns in German, Dutch and (Middlejlish (see Muller (2000a)yvh-
scope marking in German and Hungarian (see Miiller (199Xpleéives in SpecC and SpecT
(see Muller (2000b), Grimshaw (2006)); repair-driven difaar raising in VP ellipsis contexts
in English (as identified in Fox (2000); see Heck & Miller (20@003)); repair-driven inter-
mediate movement steps as required by the PIC of ChomskyL{2008) (see Heck & Muller
(2000; 2003)); repair-driven multipleh-movement in German sluicing constructions (as identi-
fied in Merchant (2001); see Heck & Miiller (2000; 2003)); anaa. For all these phenomena,
the idea that a repair or last resort effect is involved lofalidy natural, and has been widely
pursued in various types of syntactic theories. Howevepaasted out by Grimshaw (2010),
theories that lack the concept of constraint violabilitglaoonstraint ranking (like virtually all
current non-OT approaches) “generally appeal to the lastrtédea by word and not by deed”;
“the words ‘last resort’ are employed but the concept playsate in the analysis.”

Consider briefly three of these phenomena. The German Hrdatitive pattern is given in
(12).

(12) a. dassie dasgewollt hat
that shethatwantedpART has
b. *dasssie dashat wollen

that shethatwantINF has
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c. *dasssie dasLied singengewollt hat
that shethe songsing wantedpPART has
d. dassie dasLied hat singenwollen
that shethe songhassing wantINF

The perfect auxilianhabennormally selects a past participle; it is incompatible wathinfini-
tival form of its dependent main verb; see (12-a) vs. (12Hwwever, when the dependent verb
of the perfect auxiliary is itself (used as) a modal verb foather subcategorizes for another
verb (which in turn regularly shows up as an infinitive), ishia take on the infinitival form (see
(12-d)); the expected participial form cannot show up (4€eq)). In addition, the change to the
“Ersatz”-form is obligatorily accompanied by a reversaboder (at least in Standard German):
VP-Aux becomes Aux-VP. The gist of an OT analysis will themsist in postulating the inter-
action of a faithfulness constraint demanding selectignirements to be respected (the perfect
auxiliary selects a past participle) on the one hand, andlagniranked markedness constraint
banning configurations where past participle modals embdakV categories on the other hand,;
the optimal constraint profile will then (ideally) autontatily emerge as one with a reversal of
word order.

Next, consider the case of repair-driven quantifier raisiag is documented in English VP
ellipsis constructions as in (13) (deletion is indicatecthyssing out words).

(13) a. [p, Some boy admires every teacher ], [ ag,[some girl does\[r admireevery

teacher] too ] (3v, v3)
b. [cp, Some boy admires every teacher ], [ arg,[ Mary does {p admireevery
teacheftoo |] (3v, *v3)
Cc. [cp, Mary admires every teacher ], [ andp, some boy does\p admireevery
teacheftoo ] (3v, v3)

The observation to be explained here is that whereas (18ragcopally ambiguous, (13-b) is
not. Suppose, following Fox (2000), that scope reversahftioe linear order requires quantifier
raising (QR), and that there is an economy constraint biaciIR if the same interpretation is
reached without it (in particular, QR of an object quantifeethus blocked if the subject is a
proper name, as in the second EPonjunct in (13-b) and in the first (GPconjunctin (13-c).
Furthermore, note that VP ellipsis obeys strict paralefi$Vhat happens in one conjunct must
also happen in the other one. Finally, suppose, again follpWwox, that the two conjuncts are
generated one after the other, in a bottom-up, right-tofdshion: CR is then optimized before
CP; is.*! On this view, the ranking of the parallelism requirementwabscopal economy will
produce the pattern in (13). Both constraints can be fulfilg both optimizations (applying
firstto CR, and then to CP in (13-a). In (13-b), parallelism is not yet an issue in,Gf@r CP;
does not yet exist); so QR is blocked in £LBubsequently, parallelism becomes relevant during
CP, optimization, and since GRcannot be changed anymore, it blocks scope reversal in CP
even though this would be semantically non-vacuous. Kiniall(13-c), QR may apply in CP
(since it is semantically non-vacuous), and if it does, felism will force it to also apply later
in CPy, even though it is not semantically motivated there — in ot ds, it is repair-driven.

The final repair phenomenon to be considered here is rega@rdnultiplewh-movementin
German sluicing constructions. Assume that sluicing idyaeal asvh-movement to an SpecC
position, accompanied by deletion of the TP sister of arriagative C.

11 As a matter of fact, this presupposes that optimization eesenial and local. See section 4 below.
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(14) a. Irgendwehatirgendwasgeklaut,aberKirke wei nichtmehr[cp wer, was
someone hassomethingstolen but Kirke knowsnot more  who what
Cty 1; geklauthat |
stolen has
b. *Irgendwerhatirgendwasgeklaut,aberKirke weild nichtmehr[cp wer, Ct; was
someone hassomethingstolen but Kirke knowsnot more  who what
geklauthat |

stolen has

The interesting observation is that (assuming that alt@dtidve parses, e.g., vieh-scrambling,
can be excluded) (14-a) instantiates a case of multilenovement, which is not available
outside of sluicing contexts in German and would therefe®ns to qualify as a repair phe-
nomenon. An OT analysis can postulate an interaction of amgénecoverability requirement
that precludes avh-phrase from being deleted, and a second constraint (off setngtraints)
ensuring that only onesh-phrase can undergo movement to the specifier of an inteivega

in German; as shown by the contrast in (14-a) vs. (14-b), teeddnstraint outranks the second
one, leading to multiplevh-movement in the case of conflict.

2.3 Default Contexts

The notion of defaultis a core concept in linguistics. Thefite of the empirical evidence looks
as follows: The data suggest that there is a concept like &rked case” (“default”, “elsewhere
case”): Some linguistic property P of LEs counts as the ukethcase if it shows up whenever
something else (that is incompatible with P) is not exdiigiequired. In standard conceptions
of grammar, the theoretical implementation of this conigfdr from unproblematié? In OT,
an unmarked case signals the presence of a constraint Gsthatked very low, and that is
typically rendered inactive by higher-ranked, conflictecwnstraints. However, if these latter
constraints do not distinguish between the candidates,cGrbes decisive; this state of affairs
is usually referred to as tremergence of the unmarked

As an example, consider the following empirical generdlira In the unmarked case, a DP
bears nominative case in German; i.e., nominative is theultefase. Default nominative shows
up in all contexts in which the regular rules of case govemide not apply. This includes the
contexts in (15). (15-a) instantiates a construction inchtdn appositive DP introduced bys
(‘as’) further specifies a DP. In principle, there is an opt{oot shown here) for the appositive
DP to show up with the same case as the other DP (here, thavggniia a process of case
agreement (see Fanselow (1991)). However, if this optiamoischosen, the appositive DP
receives nominative case, as a default. A second contedvew infinitival constructions with
a (case-less) PRO subject (see again Fanselow (1991)pkis ks though there is no possible
case-government or case-agreement source for thei#? in (15-b); so it receives default
nominative case. The third example in (15-c) involves létatation. As in the first context,
there is an option of case agreement, but if this option ischoksen, the left-dislocated item
bears default nominative case. Finally, (15-d) is an insteof a predicative use aind (‘and’),
which here connects a subject with an infinitival VP (seee842002)). Standardly, subjects in
German bear nominative case in the presence of finite T, andative case if embedded under

12 Whenever it seems to be unproblematic, as in approachestaxsthat envisage blocking (see Williams (1997),
Fanselow (1991)), or in Distributed Morphology (Halle & Natz (1993)), this is due to the fact that the approach in
fact shares crucial features with OT — in the case at hantlittisehased on competition and candidate sets, too.
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exceptional case marking (Acl) verbs. Since neither canggxesent in (15-d), there is a resort
to default case.

(15) a. dieEhrungdes Kanzlers alsgroRerPolitiker/  *groRenPolitiker
thehomageo thechancellotas great politician,,,,, great politican,..

b.  Wir batendie Manner{cp PRO einer nachdemanderenfeinen nachdem
we askedthemen one,,,, afterthe other one,.. afterthe
andererdurch die Sperre zugehen]
other throughthebarricaddo go

c. DerKaiser/ *Den Kaiser, demverdankemwir nichts
the emperoy,,,, the emperog.. him owe we nothing

d. Der/ *Den undeinBuchlesen?Dassich nichtlache!)
he,om him,.. anda bookread that | not laugh

The examples in (16) show that the nominative in (15-a-dpéeed a default case; it is is

overriden in all contexts in which rules of case-governnapgly (accusative assignment by,
perhaps, the category v in unmarked object case contexi$ia), genitive assignment by a V

which is lexically specified for this case in (16-b), datigsignment by, perhaps, an applicative
functional head in a double object construction in (16-c)).

(16) a. dasgkch*er/ ihn  getroffenhabe
that | he,om himg.. met have
b. dassnan*der Mann/ desMannegjedachte
that one theman,,,, the man,.,, remembered
c. dasswir *der Mann/ demMann dasBuch geben
that we theman,,,, the man, the book,.. give

The distribution of cases in (15) and (16) can (partially)deeounted for by the system of
case-related constraints in (17), accompanied by the mgnki(18)*2

(17) a. &EN(TIVE) CONSTRAINT (GEN):
The object of a verb that is lexically marked as governingti)@ncase bears geni-
tive.
b. Acc(usaTivVE) CONSTRAINT (ACC):
The object of a transitive verb bears accusative case.

13 (17-a) may plausibly be viewed as a subcase of a more germmatraint demanding faithfulness to lexical case
specifications. At this point, it can be noted that despitiairappearances to the contrary, OT is arguably not ptyfec
well designed to capture lexical exceptions via faithfakeo lexical specifications. Here is why: Suppose that adéxi
item « is lexically specified as demanding property P in the outpu.( a verb governs genitive case on its internal
argument DP). If a faithfulness constraint demanding puwesien of this information in the output is sufficiently tily
ranked, P shows up in the output, as desired (e.g., the DPrieethgenitive). However, there is no intrinsic requirement
for faithfulness for lexical specifications to outrank caifhg constraints in a language, and this means that that&in
may well occur that exceptional lexical specifications maphkesent on lexical items without ever showing up in optimal
outputs. To take a far-fetched example: All transitive garbGerman might be lexically specified as governing ergativ
case for their subject, or as governing instrumental casa direct object, but with high-ranked case-government
constraints outranking the respective faithfulness camgs demanding ergative (or instrumental), this infaioma
can never make it to the surface. On this view, peculiar anitiég may arise: A grammar of German with ergative
specifications on transitive verbs and another grammaiowittvill yield the same output. Problems of this type show
up systematically in OT; they have been addressed by ingokimeta-optimization procedure (‘input optimization’)
that is related to learnability considerations in Princer@diensky (2004).
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c. NOMINATIVE CONSTRAINT (NOM):
A DP bears nominative case.

(18) Ranking
GEN > Acc > Nom

The competition in a typical case-government context issilated in tableaugl Nominative
case is blocked on the object because a higher-ranked aonstemands accusative here.

Ts: Accusative government

Input: dass, getroffen, habe, 1.Sg./Agent, 3.Sg./PafleBEN | Acc | NOM
0 O;: dass ich ihn getroffen habe *
O,: dass ich er getroffen habe *1
Og3: dass mich ihn getroffen habe *x

In contrast, considergt Here, all higher-ranked case-related constraints aisfisalt vacu-
ously, so the low-ranked constraint\i springs into action and ensures nominative case on the
subject ofund

To: Nominative as the unmarked case

Input: und, ein, Buch, lesen, 3.Sg./Agent/D@nGEN | AcC | NOM
O;: Den und ein Buch lesen ? *1
O O,: Der und ein Buch lesen ?
Os3: Dem und ein Buch lesen ? *1

Note that if nominative (or absolutive in ergative alignmpatterns) is inherently a default
case across languages, free reranking of the constrai(t8)mmust be blocked in some way
(which may then be related to the more primitive featurecstmes of the cases; see, e.g., Wun-
derlich (1997), Kiparsky (1999; 2001)). Then again, a lobERglish may already suggest that
other cases may also act as the default case in a language¢imative in the case at hand).

There are many other default phenomena in natural languagesmost of them can ar-
guably be treated straightforwardly in the same way, as siafmace of emergence of the un-
marked'*

2.4 Cross-Linguistic Variation

The approach to case sketched in the preceding subseclies oa a system of ranked con-
straintsdemandinghe realization of individual cases. Interestingly — anid tieveals a more
general pattern of OT analyses —, similar effects can baradainder a system of ranked con-
straintsprohibiting the realization of individual cases, as long as these cainssrare accompa-
nied by an inherently highest-ranked (or, as part eiNGinviolable) constraint that states that

14 To name just one further phenomenon: Movement often seeptsetpan order preservation constraint. However, to

permit permutation at all (as it arises, e.g., when an oljeDP moves to a local SpecC position across a subject DP),
such a constraint must clearly be violable (see Wiliam®D®&N This suggests an OT approach where the constraint
demanding order preservation is ranked low but springsantmn when all pertinent higher-ranked constraints do not
distinguish the candidates; see Muller (2001) and Engelsk&ér (2006).
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all DPs have case. Such an approach is pursued by Woolfofd 2énd it may serve to illus-
trate the simple way that cross-linguistic variation carhbadled by reranking in OT. Here are
Woolford’s (2001) background assumptions. First, theee(ardered) markedness constraints
that block the realization of cases; see (19-abc). Secbedk are faithfulness constraints that
demand the realization of case specifications in the inpeit, the realization of lexical, inher-
ent case). Case faithfulness constraints come in two vessia general one that covers both
intransitive and (as we will see, irrelevantly) transito@ntexts in (19-d), and a more specific
one for transitive contexts only in (19-e). Third, nominat{= absolutive) and accusative are
assumed to be structural cases; but both dative and erdgasiweell as genitive) are considered
inherent cases (that must be specified on a verb). Finalfypitesupposed that every DP must
be case-marked; at least for present purposes, this magwedias a requirement imposed by
GEN.

(19) a. *Dat (“*Dative”):
Avoid dative case.
b. *Acc (“*Accusative”):
Avoid accusative case.
c. *Nowm (“*Nominative”):
Avoid nominative case.
d. FAITH-LEX:
Realize a case feature specified on V in the input.
e. FRAITH-LEXirans:
Realize a case feature specified on transitive V in the input.

Against this background, Woolford shows that cross-lisgaivariation with respect to lexical
(‘quirky”) case on subjects can be easily derived. The ithistion of lexically case-marked
subjects in Icelandic, Japanese, and English follows tyréom the rankings assumed in (20).

(20) a. Rankingin Icelandic
FAITH-LEXy > FAITH-LEX > *DAT > *Acc > *NoMm
b. Ranking in Japanese
FAITH-LEXy, > *DAT > FAITH-LEX > *AcCC > *NoOM
c. Rankingin English
*DAT > FAITH-LEX;, > FAITH-LEX > *AcCC > *NOM

(20-a) correctly predicts that lexically specified casekimg on subjects in the input will always
be realized in an optimal output in Icelandic (i.e., in badmsitive and intransitive contexts),
even if this implies a violation of a higher-ranked case redriess constraint like *Er; see
(21-a) (intransitive context) and (21-b) (transitive amxt).

(21) a. Batnunhvolfdi
boat;,; capsized
b. Barninubatnadhi veikin
child,,: recovered fromliseasg,,

The competition underlying (21-a) is illustrated inyT
The competition underlying the transitive context in (lisillustrated in ;. Note that
given the verb’s lexical dative specification for the extdargument, the fact that the remaining
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Tio: Intransitive V in Icelandic; inherent dative

Candidates FAITH-LEX;, | FAITH-LEX | *DAT | *Acc | *NoMm
O Ol: DPdat V[+dat] *
02: DPnom V[+dat] *1 *
03: DPacc V[+dat] *l *

(internal) argument must receive nominative case comelder This is an instance of emer-
gence of the unmarked that is completely parallel to the @ggr to default case specified in
the previous subsection (despite the move from demandsey reaalization to prohibiting case
realization): An accusative (or dative, genitive, etcglization on the internal argument would
fatally violate a markedness constraint (8, etc.) that is ranked higher than the one violated
by the optimal output (viz., *ldm).1°

Ti1: Transitive V in Icelandic; inherent dative on DR

Candidates FAITH-LEX;, | FAITH-LEX | *DAT | *AccCc | *NOMm
O Oy DPyq¢ V[+dat] DP,om * *
0! DPgq¢ V[+dat] DPycc * *!
03: DP,om V[+dat] DP,.. *1 * * *

Furthermore, note that the more specific version of thg iF-LEX constraint (viz., BITH-
LEX+rans) IS strictly speaking not yet needed for Icelandic — if it wetbsent, KITH-LEX as
such would suffice to excludesOn Ty;. The situation is different in Japanese, where quirky
case can only show up on subjects of transitive clauses?22eah).

(22) a. Akatyan-ga/*-ninoo arukeru
baby,om aat  alreadywalk can

b. Taroo-nieigo-ga  hanaseru
Taroz,: English,,,, speak can

A minimal reranking of *Dat and RAITH-LEX (see (20-b)) yields the Japanese patterq, T
shows how lexical dative is now blocked in intransitive @xt$ (assuming a dative case speci-
fication on the verb).

Tio: Intransitive V in Japanese; no inherent dative

Candidates FAITH-LEX;, | *DAT | FAITH-LEX | *AccC | *NOM
Ol: DPdat V[+dat] *!

g 02: DPnom V[+dat] * *
03: DP, .. V[+dat] * *!

In contrast, high-rankedAfTH -L EX¢,a,s Still ensures lexically marked dative case on sub-
jects in transitive clauses; segsT

15 Why, then, do transitive clauses without lexical case spation on the verb not always just involve nominative

marking on all arguments? One possible answer might be hieae is a high-ranked (or inviolable) case distinctness
requirement counter-acting such a state of affairs; cliycidnough, such a requirement would always be fulfilled in

quirky subject contexts like the ones currently under atersition.
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Ty3: Transitive V in Japanese; inherent dative on RDP

Candidates FAITH-LEX;, | *DAT | FAITH-LEX | *Acc | *NoMm
0 Ol: DPdat V[+dat] DPnom * *
02: Dpdat V[+dat] DPacc * *|
03: DPnom V[+dat] DPacc *1 * * *

Turning finally to English, it is clear that the ranking in (2 with the prohibition against
dative case outranking all case faithfulness constraémtsyres that there can be no lexical case
on subjects in this language: Even if there is an inheremtalapecification on a verb, high-
ranked *DaT will not let it become optimal in the outpd$. To sum up, reranking of violable
constraints offers a promising approach to parametrisatigrammars. | have exemplified this
with a tiny empirical domain, viz., cross-linguistic vai@n with respect to subjects that bear
lexically marked case. Of course, there is a lot more to ¢ aadut case, and about the cross-
linguistic variation encountered in this area, from an Ofispective; see Aissen (1999; 2003a),
Kiparsky (1999), Wunderlich (2000; 2003), Stiebels (200@)2), Woolford (2001), Lee (2003),
de Hoop & Malchukov (2008), Swart (2007), Keine & Miiller (B)®009), and references
cited in these works. Furthermore, case is by no means theesmpirical domain in which
parametrization by constraint reranking has proven ssfgkesee, e.g., Legendre, Smolensky
& Wilson (1998), Ackema & Neeleman (1998), and Muller (1987)cross-linguistic variation
in wh-movement, Grimshaw (1997) and Vikner (2001a;b) on crivggilstic variation in verb
movement, and Samek-Lodovici (1996; 2005), Costa (19989 C1999), Buring (2001), En-
gdahl et al. (2004), Gutiérrez-Bravo (2007), and GabrielL(® for cross-linguistic variation in
the placement of subjects, direct objects and indirectatbje

With n constraints, there is the logical possibility mf (n factorial) rerankings. If no addi-
tional assumptions are made,therefore defines the possible number of grammars that can be
created on the basis of a setrotonstraints. This property of OT is accordingly often reer
to asfactorial typology However, the number of possible grammars for natural lagga can
become quite large this way (e.g., with a mere 12 constrdhets reranking produces more than
479 million grammars; with 13 constraints, it's already eatiian 6.2 billion, and so forth). In
view of this, strategies have been devised to narrow dowattiens for reranking. One such at-
tempt relies on fixed subhierarchies of constraints, iarspf constraints whose ranking must
be invariant across languages. We have encountered onecasehabove (see (4-b)): Local
conjunction of two constraints A and B gives rise to a conistr@ (= A& pB) that inherently
outranks the individual constraints of which it is compas&dother restriction on free rerank-
ing follows from the concept diarmonic alignmengsee below). In some cases, the fixed order
of related constraints that differ along some dimension simply have to be stipulated (see,
e.g., Bakovt (1995; 1998)). Moreover, it turns out that in quite a nunmifarases, reranking of
two constraints does not actually produce an extensiodiffigrent grammar because exactly
the same candidates are predicted to be optimal under tvkings In the case at hand (i.e.,
concerning the five constraints in (19) that played a rolaénicensing of lexically case-marked
subjects), factorial typology as such would predict not\8,120 different grammars. Some of
the variation will be empirically innocuous, and not leadetdgensionally different grammars;
e.g., all rankings in which ATH-LEX outranks RITH-LEX.ns Will be such that the actual

16 Note that issues of input optimization of the type discusaddotnote 13 become relevant here again.
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position of FAITH-LEX.ays is irrelevant for the outcom¥. Other rerankings will give rise to
peculiar language types that may not be attested; e.g.rsiegethe ranking of *IAT, *Acc,
and *Nowm will predict a language in which dative is the default casel aominative is highly
marked. To avoid grammars of this type, it can be assumed ith#tte present context (and
notwithstanding the above remarks on unmarked case inggthe order of case markedness
constraints is invariantly *Br > *A cc > NowMm, and the order of case faithfulness constraints
is invariantly FAITH -L EX¢yans > FAITH-LEX. This will then ideally be derivable from the inter-
nal make-up of the constraint families (e.g., they mighbalberivable from more basic abstract
constraints by techniques like local conjunction and harimalignment; also see Wunderlich
(2003), Stiebels (2002) for a somewhat different, but atsogpled, approach).

3. Problemsfor OT Analysesin Syntax

Of the problems for OT analyses that have been raised intdratiire, three can be singled out
as both potentially troublesome and highly illuminatingrsg there is the issue of complexity
of competition-based grammars (with possibly infinite ddatk sets). Second, a problem arises
that is practically unheard of in most other syntactic apphes, viz., that of deriving instances
of ineffability (or absolute ungrammaticality). And fingllaccounting for syntactic optionality
remains an intricate issue in OT syntax to this day. As with ¢kidence in support of OT
analyses, | address the issues one by*ne.

3.1 Complexity

The potential problem here is very easy to grasp. Compet#érs complexity; and because of
the general option of recursion in syntax, candidate setsiat finite in most analyses. From
the very beginning, Prince and Smolensky had anticipatedtiiicism. Here is their reaction:

17 The reason is that the two constraints are in a special#iergé relation. However, one must be careful here. As
observed by Prince & Smolensky (2004) two cases must bagisshed with constraints that are in a special-to-general
relation: On the one hand, the two constraints may impos#ictimg requirements on candidates. In that case, they
form aPaninian relation and ranking the more specific one lower than the conflictingre general one will invariably
imply that the former one becomes inactive. On the other htredtwo constraints may actually push candidates in
the same direction, as in the case currently under consioleralrhe constraints can then be said to forstringency
relation (see Bakowt (1995)); here, the more specific constraint can in priecii@ the lower-ranked one and still carry
out some work if a more complex system of constraints is camsd.

18 A further objection to OT analyses that one can hear now aed ih that the theory is inherently unconstrained
in the sense that “anything goes”; e.g., potentially protalec predictions of an existing analysis can be avoided by
adding another high-ranked ad hoc constraint. While tegettiyi correct, such a criticism misses a fundamental point:
Criteria of elegance and simplicity hold for OT syntax in tseme way that they hold for other syntactic theories.
Consequently, adding stipulative, highly specific constsais ultimately not an option in OT for the same reason, that
say, adding stipulative, highly specific exceptions to t@sts is rightly frowned upon in non-OT work. This is tdgit
presupposed in all good work in OT syntax; it is explicithated in (inter alia) Grimshaw (1998) and Smolensky &
Legendre (2006).
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This qualm arises from a misapprehension about the kindin§tthat grammars are. It is not
incumbent upon a grammar to compute, as Chomsky has emptiasizeatedly over the years. A
grammar is a function that assigns structural descriptiosgntences; what matters formally is that
the function is well-defined. The requirements of explanatmequacy (on theories of grammar)
and descriptive adequacy (on grammars) constrain and aeathe space of the hypotheses.
Grammatical theorists are free to contemplate any kind whé&b device in pursuit of these goals;
indeed, theymustallow themselves to range freely if there is to be any hope is€a¥ering
decent theories. Concomitantly, one is not free to imposérary additional meta-constraints
(e.g. ‘computational plausibility’) which could conflictith the well-defined basic goals of the
enterprise. In practice, computationalists have alwagseu resourceful. All available complexity
results for known theories are stunningly distant from harpaocessing capacities ... yet all
manner of grammatical theories have nonetheless beenssfuite implemented in parsers, to
some degree or another, with comparable efficiency. ... éraer neither grounds of principle nor
grounds of practicality for assuming that computationahptexity considerations, applied directly
to grammatical formalisms, will be informative.”

Prince & Smolensky (1993, 197; 2004, 233)

| have nothing to add to this statement, except for the obsierv that if there is a problem
here, OT shares the problem with other competition-baseakigs of syntax (e.g., minimalist
approaches like those of Chomsky (1993; 1995), Collins 41.98nd Boskowi (1997), which
rely on transderivational constraints applying to cantdidierivations in large (typically infinite)
reference sets — note that versions of transderivatiomadtcaints are arguably still adopted in
more recent minimalist analyses, e.g., those that rely aonatraint like Merge before Move;
see section 5 below).

3.2 Ineffability (Absolute Ungrammaticality)

Basically, a sentence (more generally, any LE) can onlyifyuas ungrammatical in OT if
there is some other sentence (or LE) that blocks it by beiagfitimal candidate. However,
sometimes it is far from obvious what this other sentence @teuld look like. Consider illicit
extraction from an adjunct island, as in the German exanmp(23).

(23) *Was ist Fritz eingeschlafeficp nachdener t geleserhat | ?
whatis Fritzfallen asleep  after he read has

This is a clear case of ineffability, or absolute ungramoaity. At least five different ap-
proaches to ineffability can be distinguished in OT syntaxwhat follows, | introduce them in
turn, based on the problem posed by (23).

3.2.1 The Generator

A first approach relocates the problem with (23) from the MxE system to &N (see, e.g., Pe-
setsky (1997)). One might simply assume th&N&ontains constraints like (24) that preclude
a generation of outputs like (23) in the first place.

(24) ADJUNCT CONDITION:
Movement must not cross an adjunct clause.

This way, the problem of accounting for ineffability is setioutside the OT system proper.
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3.2.2 Empty Outputs

A second approach relies on the assumption that each camdiefacontains a candidate that
leaves the input completely unrealized. This candidatedsempty output” or “null parse”: @
(see, e.g., Ackema & Neeleman (1998)). By definition, the tyroptput does not violate any
faithfulness constraints; in fact, tlomly constraint that it violates is *@ in (25).

(25) *@ (“Avoid Null Parse”):
The input must not be completely unrealized.

T4 shows how the empty output (here;Y@an become optimal, and successfully block both a
candidate wittwh-movement across an adjunct island as in (23)(@nd a candidate that fails
to carry outwh-movement altogether (.

T14: Ineffability and empty outputs

ADJUNCT CONDITION | WH-CRIT | *@
O;: was ... [nachdemertV] *1
Os: — ... [ nachdem erwas V|| *1
005 @ *

The constraint *@ defines a strict upper bound in constrainkings: Constraints that out-
rank *@ are not violable by optimal outputs.

3.2.3 Bad Winners

A third kind of approach to ineffability assumes that theiimail candidate cannot be interpreted
by other components of grammar (phonology, semantics)y dhévinterfaces with these com-
ponents (see Grimshaw (1994) and Miiller (1997), among sthdihus, one might posit that
(without the null parse present in candidate sets), a catalithat leaves theh-phrase in situ
throughout the derivation might be optimal, as iry T

Ty5: Ineffability and bad winners

ADJUNCT CONDITION | WH-CRIT
O:: was ... [nachdemertV] *
0 Oy —...[nachdemerwas V|| *

However, the optimal candidate©f T;5, which correspondsto (26), might be semantically
uninterpretable as a regular question.

(26) +#Fritzist eingeschlafefice nachdener was geleserhat] ?
Fritzis fallen asleep  after = hewhatread has

Arguably, this approach corresponds to recent trends ifnmailist syntax to attribute much of
the work standardly done by syntactic constraints to intefequirements; see Chomsky (2007;
2008), and particularly Boeckx (2009).

3.2.4 Repair

The null hypothesis might be that there is in fact an optireghir candidate for (23); i.e., that
extraction from an adjunctisland is blocked in favour of jpaie strategy that exhibits properties
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which are not otherwise tolerated in the language. The seagein (27-ab) are two potential
repair candidates for (23) in German.

(27) a. Fritzist eingeschlafefice nachdener was geleserhat ] (= etwas)
Fritzis fallen asleep  after hesomethingead has
b. Beiwas ist Fritz eingeschlafeficp nachderer esgeleserhat | ?

with respect to whais Fritz fallen asleep  after heit read has

In (27-a), the function of the incriminating item is changddhe wh-pronounwas (‘what’) is
reinterpreted as an indefinite pronowas(‘something’, a short form oétwa3g. In (27-b), the
form of the incriminating item is changed: Instead of a mowddpronoun, there is avh-PP
(bei was roughly ‘with respect to what') in the interrogative Speg@sition outside the island,
together with a resumptive pronoes(‘it’) within it. Let us focus mainly on the first alterna-
tive here (the theoretical issues raised by the other reypgiroach are more or less identical).
Suppose that there is a faithfulness constraint like (28).

(28) IDENT([wh]):
A feature [+wh] in the input must not be changed to [-wh] in tluput.

(27-a) would then, as a last resort, violateNT([wh]) by reinterpreting thevh-pronoun as an
indefinite pronoun, as shown ind.

Ti6: Ineffability and repair

ADJUNCT | WH-CRIT | IDENT([wh])
CONDITION
O1: Was, ) --- [nachdemertV] *1
O,: —... [nachdem er was, ;) V] *1
0 Os: —... [nachdem er was,,; V| *

However, unfortunately the repair approach to ineffapilibes not work (at least not in the
way just sketched). The problemis that the “repair” strpis@lso available outside island con-
texts, e.g., with successive-cyclidtrmovement from a declarative clause embedded by a bridge
verb; see (29-a) (whergh-movement is possible) vs. (29-b) (where the indefiniterprietation
of wasis also available). Similarly, th&h-PP/resumptive pronoun strategy is possible without
an island being present; see (29-c).

(29) a. WasglaubtFritz [cp dasser t lesensollte ] ?
whatthinks Fritz  that he read should
b. Fritzglaubt[cp dasser was lesensollte ]
Fritzthinks  that hewhat (= something)ead should
c. Vonwas glaubtFritz [cp dasser eslesensolite ] ?
of whatthinksFritz  that heit read should

As shown in T; for the indefinite interpretation ofvas considering (27-a) or (27-b) to be
repair options does not make the right predictiong:i©blocked by Q in T;7, but it must be
an optimal candidate.

To conclude, clauses witlih-indefinites are not repair forms; they are available evémid
wh-movement is permitted. Similar conclusions hold in theegafssentences with optionat-
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T17: A wrong prediction

ADJUNCT CONDITION | WH-CRIT | IDENT([wh])

0 Oy: wasy ) --- [dassertV]
Oy: —...[—dass erwas,, V] *1
O3: —... [dass erwas,,, V] *1

argument generation in the matrix clause; see Koster (1@86jue (1990), Sternefeld (1991),
Barbiers (2002), Gallego (2007). However, there is a more-dirained version of the repair
approach that allows one to both have the cake and eat itbdtsed on neutralization.

3.2.5 Neutralization

The fifth and final approach to ineffability to be discussedeheenters around the concept of
input neutralization. The main premise is that there camiecbmpetitions based on minimally
differing inputs (e.g., inputs that differ only with respeéc some feature value). These input
differences can then be neutralized by some high-rankeedaess constraint in the output;
i.e., two different competitions (based on two candidats)seay converge on a single optimal
candidate. Approaches of this type have been developed gpgridee et al. (1995), Legendre,
Smolensky & Wilson (1998), Keer & Bakawi(2004), Keer & Bakowi (2001), Vogel (2001),
and Wilson (2001), among others. For the case at hand, acanf§ist a competition with a
transparent context andrdr-item that bears the feature [+wh] in the input, as iR.T

Tis: Transparent contexts without neutralization: ‘was;," in the input

Input: wasg, ), - ADJUNCT CONDITION | WH-CRIT | IDENT([wh])
0 O;:wasg, ) ... [dassertV]

Oy —...[—dass erwas,, V] *1

O3: —...[dass erwas,, V] *1

O4: was_,p ... [dassertV] *1

01, which leaves the +-value of theh-feature intact and moves theh-phrase to SpecC,
emerges as optimal. Owhich changes the value from + to —, fatally violategE NT([WH]).
Consider next a competition with a transparent context ekteewh-item is an indefinite (i.e.,
[-wh]) in the input, as in Tg. Again, the faithful candidate wins — changing the featuakig
does not lead to an improved behaviour with respect to higrgked constraints. In both com-
petitions, there is a further output,@Ghat applies movement of a [-wh] phrase to SpecC. As it
stands, @ has the same constraint profile agWith respect to the three constraints given here.
However, it is suboptimal because it violates®&oMY (see (8)) in addition without contribut-
ing to a better behaviour with respect to any other condtraks a matter of fact, Qis not
expected to be grammatical under any reranking of the fortingat constraints; the technical
expression for such a state of affairs is thati®harmonically boundethy Os; (see Prince &
Smolensky (2004))? Harmonically bounded candidates are predicted to be wsallgrunavail-
able.

19 Also see Prince & Samek-Lodovici (1999) for the extendedceph of collective harmonic bounding.e., cases
where it is not a single candidate but a set of candidatesh#ratonically bounds a candiate, which can therefore never
become optimal in any language.
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Ty9: Transparent contexts without neutralization: ‘was,’ in the input

Input: was_ ), .. ADJUNCT CONDITION | WH-CRIT | IDENT([wh])
O1: Wasg ) ... [dassertV] *]
Oy —...[—dasserwas,, V] *1 *

0 Os:—...[dass erwas,, V]
Oy Wag_.p .. [dassertV]

This solves the problem with the pure repair approach: Biottegies h-movementwh-
indefinite) can survive in transparent contexts becausedbeback to minimally different in-
puts, and thus different competitions. However, in opadqueexts where a locality constraint
like the ADJUNCT CONDITION becomes active and distinguishes between candidatesaheut
ization takes place. Under present assumptions, (30-aj3i)) compete with one another,
both with a [+wh]-specification in the input and with a [-wégecification in the input.

(30) a. *WasistFritz eingeschlafefcp nachdener t geleserhat | ?
whatis Fritz fallen asleep  after he read has
b. Fritzist eingeschlafefice nachdener was geleserhat |
Fritzis fallen asleep  after hewhat (= somethingjead has

If there is a [+wh]-specification in the input, as ingl the two higher-ranked constraintoA
JUNCT CONDITION and WH-CRIT eliminate the faithful candidates; 0O, (hence, (30-a)), and
the unfaithful candidate 9becomes optimal (i.e., (30-b); note that the harmonicatiyrizled
output G, is ignored here and in the following tableau).

Tao: Island contexts with neutralization, unfaithful: ‘was, " in the input

Input: ‘was ), - ADJUNCT |WH-CRIT|IDENT([wh])
CONDITION
O1: Was yp --- [nachdemertV] *1
O,: —... [ nachdem er was,,, V] *1
0 Os: —... [ nachdem er was,,;, V] *

However, Q (= (30-b)) also emerges as optimal in the minimally différeontext where
the input specification is [-wh] to begin with; seg;T

To:: Island contexts with neutralization, faithful: ‘was, ;" in the input

Input: ‘was_ .y, - ADJUNCT |WH-CRIT|IDENT([wh])
CONDITION
O1: wasg ) --- [ nachdemertV] *1 *
O,: —... [ nachdem er was,,, V| *1 *
0 Os: —... [ nachdem er was,,;, V]

Thus, the difference in the input betwees,Tand T,; is neutralized in the outpdf. As

20 Ultimately, a bit more will have to be said in this kind of nealization approach, concerning, e.g., whether C is also
marked [+wh] vs. [-wh] in the two inputs, and this featureueainust then also be altered. However, this issue does not
affect the logic of the neutralization approach as such.
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before, the question arises of whether a sentence like \8@4bt then be assumed to have two
(or, perhaps, many more) possible sources; and as beferstahdard answer given in OT is
that input optimization may compare the two optimal cantdidaand filter out one of them.
Much more will eventually have to be said about absolute amgnaticality in OT syntax, but |
will leave it at that?*

3.3 Optionality

In general, only one candidate should be optimal in a givenliciate set? Thus, the question
arises of what to do about situations where it looks as thaayleral outputs can co-exist as
optimal. Let us go through a number of potentially relevammomena. Consider first comple-
mentizer deletion in English. The example pair in (31-aloyghthat a complementizératcan
be left out in declarative object clauses (at least undeairecircumstances, which include the
right choice of matrix predicate).

(31) a. Ithink—John will leave
b. Ithink that John will leave

Next, (32-ab) show that German has an alternation betweeralkd partialwh-movement

(where awh-phrase moves to an intermediate declarative SpecC pasé#iad the final SpecC
position of the interrogative clause is filled by a scope reankas(‘what’)), and standard long-
distancewh-movement. At least in certain varieties of German (32-a) @2-b) are both per-
fectly legitimate, unmarked ways of producing exactly tame kind of question.

(32) a. Wen glaubstdu [cpdassmant einladensollite ] ?
whomthink you that one invite should

b. Wasglaubstdu [cpwen mant einladersollte ] ?
whatthink you  whomone invite should

A third example involvesvh-movement in French. In certain contexts (viz., root quest), and
with certainwh-items (viz., argumentsjyh-movement is optional in this language; cf. (33-ab).

(33) a. Quias-tuvut?
b. —Tuasvuqui?

Extraposition is also an operation that often applies otlly; compare the example with an in-
situ relative clause modifying the the head of the subje@énman in (34-a) with the minimally
different example in (34-b), where the relative clause hateugone extraposition.

(34) a. daseineFrau [die ichmag]zur Tur reingekommeist

thata woman whoml! like tothedoorin come is
b. dassineFrau tzur Tur reingekommerst[ die ichmag ]
thata woman to thedoorin come is whoml like

Itis entirely unproblematic to continue this list with maeamples from many more languages.
For present purposes, it may do to give one more relevantgbeain free word order languages,
there are many contexts where various orders can co-exsststshown for the optional permu-
tation of subject and object in Korean in (35) (from Choi (29972)).

21 For more on ineffability, see Miiller (2000b), Fanselow & y¥€2002a), Legendre (2009), Vogel (2009b).
22 However, recall that the definition of optimality in (1) is principle compatible with there being more than one
winner.
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(35) a. Swuni-nuhnho-lulmanna-ss-e
Swuni, Inho,.. MmeetPAST-DECL
b. Inho-lulSwuni-nunmanna-ss-e
Inhow_: Swuni,, mMeetPAST-DECL
‘Swuni met Inho.’

Various kinds of approaches to optionality can be distisged in OT syntax. The taxonomy of
analysis types in (36) is based on Miiller (2003b).

(36) Analyses of optionality of two candidateg C;:
a. Pseudo-optionality
Ci, C; belong to different candidate sets and do not interact.
b. True optionality
C;, C; have an identical constraint profile.
c. Ties
C;, C; differ only with respect to two (or more) constraints that tied. Ties can be
interpreted in various ways:
(i) ordered global tie
(i) ordered local tie
(iii) conjunctive local tie
(iv) disjunctive local tie
(v) disjunctive global tie
d. Neutralization
Ci, C; belong to different candidate sets, but interact nonesisele
e. Stochastic optimality theory

I cannot go through all these different strategies for degliith optionality in detail here (see
Miiller (2003b) for a comprehensive exposition coveringhait the stochastic analyses). In
the following subsections, | will confine myself to pseudationality and neutralization, true
optionality, two kinds of ties, and finally stochastic optility theory.

3.3.1 Pseudo-Optionality and Neutralization

The basic assumption underlying pseudo-optionality aealys that instances of optionality are
only apparent: The two optimal candidates are winners oflifierent competitions. To achieve
this, candidate sets must be defined in such a way that thétgeicompetition. Suppose, for
instance, that for the example pairs in (33), (34), and (85n)ovement-inducing feature can
optionally be present in the input; if it is present, it trggg a movement operation that creates
the different word ordenh-movement, extraposition, and scrambling, respectivéior (31)
and (32), invoking different lexical material may sufficeg@nerate two separate competitions.)
Assuming that candidate sets are (at least partly) definedpy identity, the candidate with
movement will be the optimal output of the candidate set Hzat the relevant feature in the
input, and the candidate without movement will be the optiowgiput of the candidate set that
lacks this feature in the input. This gives rise to an obviprablem, though: If there is not
much competition, this weakens the overall theory and amee the problem of accounting for
ineffability. To see this, consider, e.g., the case of phwh-movement in German. Whereas
the data in (32) show that partial and long-distambemovement can co-exist, the examples in
(37-ab) show that the distribution of the two constructigmes is not fully identical. If there is
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negation in the matrix clause, partimh-movement ceases to be possible, while long-distance
wh-movement is much more acceptable for many speakers. Fravptanality-theoretic per-
spective, this strongly suggests that paniétmovement and long-distanegrmovement do
belong to one and the same competition after all, with tedaiption blocking the former one

in certain island contexts. Here and henceforth, | will rédenstances of optionality that breaks
down in certain contexts adternations

(37) a. ?Wen glaubstdu nicht[cp dassmnant einladersollte | ?

whomthink younot that one invite should
b. *Was glaubstdu nicht[cp wen mant einladersollte ] ?
whatthink younot whomone invite  should

The same problem shows up with the co-existencetemovement andvh-in situ in French
(cf. (33)). As shown in (38-ab), in embedded clauses onlyfdh@er strategy is available (the
same asymmetry arises in (embedded or matrix) contextsathewh-phrase is an adjunct; see
Aoun et al. (1981)). Again, this alternation suggests thatttvo construction types are part of
the same competition after all, which excludes a pseudmogiity approach.

(38) a. Jamedemandgqui Ctu as vut]
| ask myself whom dyouhaveseen

b. *Jeme demandg- (que)tu as vu qui]

| ask myself that you haveseerwhom

Of course, there is one potential way out of this dilemma (sgendre et al. (1995), Keer &
Bakovic (2004), Keer & Bakow (2001)): As with ineffability, one can adopt a neutraliaat
approach. On this view, each of the two optional variantdtermations like those in (32) and
(33) is a faithful winning candidate of one competition, anf@tally unfaithful losing candidate
of the other competition. In contexts like those in (37) ab@)( where optionality breaks down,
the two separate competitions converge on a single outptiigtaithful (with respect to the
relevant input property defining the candidate set) in orse @nd unfaitful (with respect to
this property) in the other case — the input difference isiradized in the output. Basically,
in this kind of approach, there is no relevant differencevMeein the ineffability problem and
the optionality problem: The relation between, say, (284&) (29-b) emerges as an instance
of optionality in the same way that the relation between, §2¥-a) and (31-b) does. As with
ineffability, the neutralization approach to optionalisesupposes that the generatoe{(pis
sufficiently powerful to create strongly unfaithful candids; and as before, the issue of input
optimization arises.

3.3.2 True Optionality

Here the assumption is that two (or more) candidates carcirhtave the same (optimal) con-
straint profile; given an appropriate definition of optimyathat does not presuppose that there
is a single, unique winner (see (1)), they can then both bienaptApproaches of this type have
been pursued by Grimshaw (1994) and Vikner (2001a), amdrey®t For instance, Grimshaw
(1994) suggests deriving the optionality of English compdatizer drop in (31) from an identi-
cal constraint profile of the two candidates. This approaties the alternation problem (i.e., it
straightforwardly captures a selective breakdown of ayatiity.) However, adopting such an ap-
proach proves very hard (or indeed impossible) in pracBezause of faithfulness constraints
for lexical items and features, and because of symmetriagketness constraints that invariably
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incur violations for all pieces of structure present in adidate (like ALIGN-X-LEFT being
accompanied by AIGN-X-RIGHT), there will alwaysbe constraints where two non-surface-
identical candidates differ. Given a low ranking of thesastmints, they may not be active in
the sense that they can determine an optimal output’s piepebut they will suffice to create
a distinct constraint profile of two candidates. Along théses, analyses involving true op-
tionality have been widely criticized (see, e.g., Keer & Bak (2001), Grimshaw (1999), and,
indeed, Grimshaw (1997, 411) already); and they do not sedra tegularly pursued anymore.

3.3.3 Ties

The central idea behind ties is that two (or more) constsaan¢ equally important, i.e., “tied.”
If two candidates differ only with respect to a tie of consits, they can both be optimal, even
if their constraint profiles are not completely identicah what follows, | will render a tie of
two constraints A and B as ‘®B”. Various concepts of tie have been proposed in the liteeat
A basic distinction is between what can be called “globdl éied what can be called “local
tie”. Global ties are abbreviations for multiple consttaiankings; local ties are essentially
special constraint types. | am aware of at least five distinotepts of tie (two of them global,
three local) that can be shown to be both conceptually @ifferand empirically incompatible,
viz.: ordered global ties (see, e.g., Sells et al. (1996kefta & Neeleman (1998), Schmid
(2001; 2005); and Prince & Smolensky (2004) for the origow@icept); disjunctive global ties
(see Miller (1999)); ordered local ties (see, e.g., Pegéidd7; 1998)); conjunctive local ties
(see, e.g., Prince & Smolensky (1993; 2004), Legendre €1985), Legendre, Smolensky &
Wilson (1998), Miller (1997), Tesar (1998), and Legend@0@); and disjunctive local ties
(see Broihier (1995)). Still, in the abstract tableays, Twith the ranking A> BoC > D, all
these concepts of constraint tie turn out to make identicadliptions: Q and G, are both
optimal, whereas ©and O, are blocked as suboptimal.

Too: Constraint tie: BC

Al B C|D
0 O, | ¥
0 O, o
O3 *() 1*O)
Oy (| ¥ |

As noted, the basic distinction is betweglobal ties andlocal ties. Global ties can be
viewed as abbreviations for the simultaneous presencdfefat constraint rankings in a lan-
guage; they thus essentially correspond to the multipdengnar approach to (temporary) op-
tionality in syntax as it has been proposed in historicauiistic studies (see Kroch (2001) and
references cited there). In contrast, local ties can beadeas special constraint typ&€sThe
most widespread concepts of tie in the literature are alguatiered global tiesndconjunctive
local ties Ordered global ties can be defined as in (39).

(39) Ordered global tie
Suppose thaf = <Con, > ... > Con, > is a partial constraint order in language L, and

23 Terminology is not uniform is this domain. Legendre (20049arves the term “tie” for what | call “local tie,” and
refers to what | call “global tie” as “floating constraintst ‘tpartial orderings.” Prince & Smolensky (1993) label what
| refer to as a local tie “crucial nonranking”.
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Con; (1<i<n)eI'is atie Conp,o...0Con; . Then, for every suborder O of the constraints
in Con;, 'y is a constraint order of language L, whélg differs fromI" only in that Con
is replaced by O.

With global ties (ordered or not), the optimal outputs of caadidate set may have a different
constraint profile below the tie. This is illustrated for erdd global ties in (40): An output is
optimal if it is optimal with respect to at least one of the tramkings (A> B> C > Dor A

> C> B> D).

(40) Diagram of an ordered global tiBoC

C > D

>
A > B

C >

B > D

As a concrete example, consider the optionalitwbfmovement and scope marking in German
in (32), and its breakdown (alternation) in (37). Each mogantstep may be assumed to violate
EcoNoMy (see above), and scope marker insertion may be assumedate\adEpP constraint
blocking expletive insertion (like BLL -INT(erpretation) in Grimshaw (1997)); this presupposes
that expletives are never part of an initial input (see H®ing2001) for a comparable assump-
tion concerning numerations in minimalist syntax). Assognihese two constraints to be part
of an ordered global tie, optionality may emerge. Howevefsay) negative island contexts, the
partial movement output may violate a locality constraimtked above the tie more often than
the long-distance movement candidate does (given the aplprio Miller (1997), the reason
might be that the former candidate incurs two violationgeflocality constraint, one in syntax
and one in logical form, whereas the latter candidate ingohg one violation, in syntax).

Conjunctive local ties can be defined as in (41).

(41) Conjunctive local tie
Suppose thal' = <Con, > ... > Con,> is a total constraint order in language L, and
Con; (1<i<n) e I' is a tie Cop, o...0Con;,,. Then, Conis violated by a candidate C iff
there is a constraint Centhat is violated by C.

With local ties, two outputs can only be optimal if they hawddentical behaviour with respect
to constraints that are ranked below the tie. Otherwisegakufown of optionality is predicted.
(Thus, a somewhat less severe version of the central profaetnue optionality approaches
persists.) The working of a conjunctive local tie is illeged in (42).

(42) Diagram of a conjunctive local tiBoC

> D

B
|
|

C

Taking again the optionality (and alternation) wh-movement in German as an example, a
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conjunctive local tie approach might rely on the assumptitat ECoNnoMY and Dep (FULL -
INT) are locally tied (like B and C in (42)). The locality constraunderlying negative islands
might then be ranked either above or below the tie.

Whereas the data in (32) and (37) do not differentiate batvwieese two (and other) ap-
proaches to ties per se, an argument is brought forward itek{1l997) to the effect that more
complex data favour the conjunctive local tie approach:alses where there afo intervening
SpecC domains between the base position and the ultimatCHpeh] target position, three
outputs can emerge as optimal; see (43).

(43) a. Wannmeinstdu [cpt) dasssie gesaghat[cpt) dasssie t; kommenwirde ]] ?

when think you that shesaid has that she come would
b. Was meinstdu [cpwann (dass)ksie gesaghat[cpt) dasssie t; kommen

[+wh] think you  when that shesaid has that she come

wirde]] ?

would

c. Was meinstdu [cpwas sie gesaghat[cpwann (dass)sie t; kommen
[+wh] think you  [+wh] shesaid has when that she come
wirde]] ?
would

(43-a) incurs three violations ofdNoMY (and no violations of BP); (43-b) incurs two vio-
lations of ECONOMY and one violation of BP; and (43-c) incurs one violation ofd&NOMY
and two violations of BP. A conjunctive global tie permits all three outputs to beimat
(because they all incur three violations of the single mergenstraint EONOMYoDEP); an
ordered global tie ceteris paribus makes the wrong prexdi¢hiat (43-b) should be suboptimal
(because the rankingd®Nomy >>> DEPwill favour maximal use of scope markers, as in (43-c),
and the reverse rankingeP > EcoNnoMY will favour maximal use of movement, as in (43-a)).
That said, there is also conflicting evidence from other eicgdidomains which would seem to
suggest that (ordered) global ties form the superior cand&ppresent, it is an open question
which version of tie (if any) is to be preferred in OT syntaf®f course, several concepts of tie
may also co-exist.)

Interestingly, there is a version of the concept of ordetetlg tie which has received some
attention in more recent years even though the close caondstusually not made explicit:
The concept shows up in stochastic approaches to optintladityry.

3.3.4 Stochastic Optimality Theory

Stochastic optimality-theoretic analyses of phonologpteenomena have been developed in
Anttila (1997), Boersma & Hayes (2001), and Hayes (2001)nt&gtic applications include
Aissen (2003a;b) (on optionality with differential objentirking and with DP-internal posses-
sor placement, respectively), Bresnan, Dingare & MannR2@P{) (on optionality in passive
formation), and Bresnan, Deo & Sharma (2007) (on types dddtifin of the verlbe, including
negation, in varieties of English). The basic observat®that quite often, the constructions
that co-exist as optional and may participate in an alté@ngtwith one selectively blocking
the other in certain contexts) are not equdgquent or equallyunmarkedor, for that matter,
equallywell formed-i.e., they may exhibit different degrees of acceptabilior instance, the
positioning of possessors in English DPs, while often (gionot always) optional, also often
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illustrates clear preferences for one or the other optiahd¢hn be deteced by checking relative
frequency in corpora, and also by consulting native speakgitions. Preferences are indicated
by > in (44) (and ?*/* signals cases of (near-) complete ungratiwaléty of one output, i.e.,
the breakdown of optionality).

(44) a. theresult of the accidentthe accident’s result

b. Mary’s sister> the sister of Mary

c. the boy’s uncle> the uncle of the boy

d. the door of the building- the building’s door

e. someone’s shadow the shadow of someone

f.  the shadow of something *something’s shadow

g. her money- ?*the money of her

Evidently, placement of a possessor on animacy and defastescales (which are indepen-
dently motivated, see Hale (1972), Silverstein (1976)yplan important role in their DP-
internal positioning. Aissen (2003b) sets out to deriveghttern in (44) — both the preferences
for positioning in cases of optionality, and the categdnizevailability of some of the options.
To this end, she first assumes that the underlying animacylaficiteness hierarchies can be
used as primitives to generate sequences of constrairiisawiked internal order (sometimes
called “subhierarchies”), via a processtarmonic alignmentf scales (see Prince & Smolen-
sky (2004), and Aissen (1999) for an influential applicafiosyntax). Harmonic alignment is
defined as in (45) (cf. Prince & Smolensky (2004, 161)).

(45) Harmonic Alignment
Suppose given a binary dimension With a scale X> Y on its elementgX,Y }, and
another dimension Ppwith a scale a> b > ... > z on its elementda,b,...,2. The
harmonic alignmentf D; and D, is the pair of Harmony scales;H Hy:

a. Hyx:Xa=Xb>..=Xlz
b. Hy:Y/z-=..=Y/b>Yla
The constraint alignmenis the pair of constraint hierarchiesCCy :

a. Cx:*Xlz > ..>*X/b>*Xla
b. Gy:*Y/la>*Y/b > ..>*/z

Thus, given an animacy scale [ humaranimate>inanimate ] and a definiteness scale [ pro-
noun> name> definite DP> indefinite DP ], harmonic alignment of these scales with the
binary scale [ Spec CompN ] will automatically produce the four constraint sigdvarchies

in (46). (Here, SpecN and CompN are abbreviations for prénalplacement and post-nominal
placement of the possessor in a DP, respectively, with tiredorealized by genitivis and the
latter by anof-PP.) Note that the order within a subhierarchy is univéydaded. This derives
varying degrees of markedness of certain options. Forngstadrom (46-a(i)) it follows that a
pre-nominal inanimate possessor will always violate a digtanked constraint in the subhier-
archy (and therefore qualify as more marked) than a pre-namnhimate possessor.

(46) a. (i) *SpecN/inanimatg> *SpecN/animate> *SpecN/human
(i) *CompN/humans *CompN/animates> *CompN/inanimate
b. (i) *SpecN/indefs> *SpecN/defs *SpecN/names> *SpecN/pron
(i) *CompN/pron>> *CompN/names> *CompN/def>> *CompN/indef
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Given that DP-internal possessors must be placed eithgirie-aominal or in a postnominal po-
sition, the constraints in (46-a(i)) and the constrain&#4ii)) impose conflicting requirements
on outputs (e.g., *SpecN/inanimate requires inanimategssors to show up post-nominally,
whereas *CompN/inanimate requires inanimate possessaisaw up pre-nominally); as do
the constraints in (46-b(i)) and (46-b(ii)). In a standard €§stem without ties, interleaving of
the two hierarchies in (46-a(i)) and (46-a(ii)), and the tvierarchies in (46-b(i)) and (46-b(ii))
will determine a single optimal output of each input. As melga(46-a), if *CompN/inans>
*SpecN/inan, all possessors will be realized pre-nomyn#ltSpecN/humans *CompN/hum-
an, all possessors will be realized post-nominally; otligewmixed patterns will result which,
however, respect implicational generalizations (e.@nifinimate (non-human) possessor is re-
alized pre-nominally, a human possessor also has to beedgire-nominally; or if an animate
(non-human) possessor is realized post-nominally, anrimete possessor also has to be realized
post-nominally). Similar conclusions apply in the case4#-p). Furthermore, bipcally con-
joining the members of two similar subhierarchies (e.qg., (46-a@y) (46-b(i)), both precluding
pre-nominal possessor placement) in an order-presenaggatwo-dimensional picture arises:
In the case at hand, the highest-ranked constraint thee isrté blocking a pre-nominal place-
ment of inanimate indefinite possessors (*SpecN/inani&atpecN/indef), the lowest-ranked
constraint bans a pre-nominal placement of human prondmpassessors (*SpecN/human &
*SpecN/pron); and whereas there is no fixed ranking betwsssrSpecN/inanimate & *SpecN/-
def and *SpecN/animate & SpecN/indef, the ranking of *Spétdhimate & *SpecN/def and
*SpecN/inanimate & *SpecN/name is fixed again (as is theirapketween *SpecN/animate &
SpecN/indef and *SpecN/animate & SpecN/def).

In view of the (partial) optionality visible in (44), this pppach does not yet seem correct.
In principle, one could now assume ties to derive optiopalitere it occurs. However, Aissen
(2003b) does not pursue this approach because it does eotaoffay to integrate the finding
that in the cases of optionality in (44), one of the two opsigtypically more frequent (and
less marked) than the other one. This state of affairs camiieed by adopting a stochastic OT
approach.

The basic idea of stochastic OT is that constraints are regsarily categorically ordered
with respect to each other. Rather, their application dosaiayoverlap An overlap of appli-
cation domains gives rise to optionality. A categorical @gerlapping application domains of
constraints is illustrated in (47-ab).

(47) a. Categorical order of application domains of constraints
Bl Cl

b. Overlapping order of application domains of constraints
Bl Cl
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Here is how the approach works technically: A candidate #uated at arvaluation timeit

is well formed if it is optimal at that point. For an evaluatjcan arbitrary point is chosen in
the application domain of a constraint. A constraint B iskethhigher than another constraint
C at a given evaluation time if the point chosen for B is abdwepoint chosen for C. If the
domains of B and C are categorically ordered, then the poimBfis always going to be above
the point for C, and there will be no optionality. Howeveritie domains of B and C overlap,
optionality arises; the winning candidate is determineduinether the point chosen for B is
above the point chosen for C or vice versa. So far, this ischigiidentical to the concept of
ordered global tie. However, in addition to permitting an@mt of optionality, the new system
also capturepreferencesThe choice of an evaluation point at a given evaluation igrfece as
such. However, the smaller the common domain of B and C isnthre likely it is that the point
chosen for the higher-ranked constraint (say, B) is abosgdint chosen for the lower-ranked
constraint (say, C). Accordingly, the more likely a highesjion of B points vis-a-vis C points
at a given evalaution time is, the more the constructiondaed by B is going to be preferred
over the construction favoured by C; similarly, the moregtrent the construction favoured by
B will be in corpora. This is illustrated in (48).

(48) a. TypicalresultB > C
Bl Cl

ob eC

b. RareresultC> B
Bl Cl

Thus, by assuming that the constraints determining possetscement may have both non-
overlapping and overlapping (but typically non-identjagbplication domains in English, Ais-
sen (2003b) succeeds in deriving both categorical ungraicatisy of some options (the com-
posite constraints *SpecN/indef & *SpecN/inanimate andipN/pron & *CompN/hum prop-
erly outrank their respective antagonists), and preferermnong the two basically optional
placement strategies (e.g., in (44-a), the applicationalnsof *SpecN/inanimate & *SpecN/def
and *CompN/inanimate & *CompN/def overlap, with the likediod of choosing a higher eval-
uation point in the former constraint's domain being gre#tan the likelihood of choosing a
higher evaluation point in the latter constraint’'s domain)

More generally, since stochastic OT can be viewed as a wassigrapreferences to options
permitted by globally tied constraints (conceived of asstmints with overlapping application
domains), it should in principle be possible to transfeaakilyses that rely on (ordered) global
ties to stochastic OT analyses; and indeed, it has often theted for cases like those in (31)—
(35) that one of the two options tends to be less marked thawotther one (with markedness
degrees subject to micro-variation, possibly even idialeariation).
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4. Optimization Domains

The previous two sections have addressed syntactic evaédieatsupports an optimality-theoretic
approach, and syntactic evidence that may turn out to bdematiic. When discussing these is-
sues, | have presented each syntactic analysis in somé fratnawork. Typically, this has been
the one in which it was presented in the original literatargd typically, this has been a version
of the Principles and Parameters (P&P) approach (see Cho(h881), Chomsky & Lasnik
(1993)). However, OT is a theory of constraint interactinat a theory of the basic building
blocks that create (or license) LEs (sentences, in the ddsanal) as such. So, while it may
be true that much of the groundbreaking work in OT syntax Isasrmed a P&P perspective on
syntactic candidates and the makeup of syntactic contrafrboth the GN and the H-EAL
components (see, e.g., Grimshaw (1997), Pesetsky (1988),egendre, Smolensky & Wilson
(1998)), there is no intrinsic relation between the P&P apph and OT. Indeed, it would seem
that most syntactic theories could be enriched by an OT coeptp and whereas theories like
HPSG or TAG seem to have largely withstood the impact of OTG Lifr particulary seems to
have embraced OT, at least for a while (see Choi (1999), &0B1a;b), Bresnan (2001), and
Kuhn (2001), among many others). Against this backgroundmay ask whether optimization
might also be compatible with minimalist approaches (seen@@ky (1993; 2001; 2008) and
much related work). In this section, | will address the issnghe basis of the related issue of
optimization domains

4.1 Background

A fundamental question is whether optimization of a LE aggpbnly once (so-calleaarmonic
parallelism) or more than onceh@rmonic serialish To some extent (but see below), this dis-
tinction also manifests itself in the similar distinctioativeen aepresentationahnd aderiva-
tional organization of grammar. Whereas in classical rule-base@igtive phonology the con-
cept of ordered application of rules is crucial (giving risefeeding, bleeding, and opacity
effects in the guise of counter-feeding and counter-blegdiOT phonology can for the most
part do without derivations (with potential problems argsin the area of opacity, though), and
thus qualifies as an instance of harmonic parallelism. It fastill seems to be a widespread
assumption (particularly, but not exclusively, among theso work outside OT) that OT is
inherently representational, and characterized by haiecrarallelism. However, this assess-
ment is most certainly incorrect, as the following quoterirBrince & Smolensky (1993; 2004)
makes clear:

Much of the analysis given in this book will be in the paraliebde, and some of the results will
absolutely require it. But it is important to keep in mindttkize serial/parallel distinction pertains
to GEN and not to the issue of harmonic evaluatjper se It is an empirical question [...] Many
different theories [...] can be equally well accommodate®EN, and the framework of Optimality
Theoriy per seinvolves no commmitment to any set of such assumptions.

Prince & Smolensky (2004, 95-96)

As a matter of fact, having first addressed the issue in Mt@g&000), John McCarthy has
recently come to embrace an approach to OT phonology thiasreh harmonic serialism; see
McCarthy (2008; 2010) and much related recent work. The ggmes for syntax: There is no
deep reason why OT syntax should have to be strictly reptatienal, and qualify as an in-

stance of harmonic parallelism. The following quote maketear that there is no fundamental
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obstacle to reconciling OT with the derivational approachyntax envisaged in the minimalist
program.

While some see a major divide between the derivationailgrbed MP and OT, we do not.
Of course, there are likely to be differences of empiricapam between the non-derivational,
chain-based theory of “Shortest Move” developed here andricplar derivational MP proposal,
but such differences seem comparable to those betweemrediffapproaches to syntax within
OT, or to those between different proposals within MP: theyndt seem to follow from some
major divide between the OT and MP frameworks. In fact, @gidnal theories can be naturally
formalized within OT. “Harmonic serialsim” is a derivatiahnversion of OT developed in Prince &
Smolensky (1993) in which each step of the derivation predube optimal next representation.
Another approach, seemingly needed to formalize MP withinh@sGen producederivations it
is these that are evaluated by the constraints, the optieralation being determined via standard
OT evaluation. Thus, on our view, while the issue of deriagiis an important one, it is largely
orthogonal to OT.

Legendre, Smolensky & Wilson (1998, 285-286)

What is more, Legendre, Smolensky & Wilson (1998) point bat there are actually two ways
to reconcile a derivational approach to syntax with OT —egitha standard, parallel optimization
of full derivations, or via serial optimization. In the lattcase, another issue becomes relevant:
In classic transformational grammar (e.g., Chomsky (1989yntactic transformations applying
to the output of the base component effect derivationakstdyere the input and the output have
roughly the same size, exactly as in phonology. For instamedrmovement transformation
may reorder avh-phrase with respect to the rest of the clause, but the wamsftion does not
per se create additional structure (many transformatiomst@ucture-preserving). Things are
different in the minimalist program, where the operatiohthe “base” component and of the
“transformational” component are systematically intersgd; syntactic structures start with
two lexical items and grow throughout the derivation byated application of (external or
internal) Merge. From a serial OT perspective, this implies iterated optimization in syntax
cannot apply to objects of (roughly) the same size (as ltistihe case with serial optimization
in phonology, which involves no structure-building) — thatimal output of one optimization
procedure will have to be smaller than the optimal outputhef mext optimization procedure
(assuming there is more than one). This in turn means thatawve to introduce a second
fundamental difference in optimization options: Optintiaa may beparallel (i.e., apply once)
or serial (i.e., apply more than once); and optimization maydbabal (applying to the full
LE) orlocal (applying also to smaller domains). Whereas serial opttion in phonology is
typically global (phonologyestrictsthe shape of LEs — words or morphemes — but it does not
createthem)?* serial optimization in minimalist syntax must be local (tHgs created by Merge
grow successivelyy

24 However, also see Kiparsky (2000), It6 & Mester (2002), aminBidez-Otero (2008) for stratal OT, where this
reasoning does not hold.

25 |n fact, given the more recent concept of phase-based spelthere io final representation of the full senterioe
minimalist syntax. Under this assumption, Legendre et fitSt option is not available on principled grounds.

At this point, one may ask whether it would be possible to glagt local serial optimization in a classical transfor-
mational setting, or in a strictly representational apphoarhe answer to both questions would seem to be affirmative
(Janes Grimshaw, p.c.): Even in a representational apprasme might first optimize a subpart (e.g., the most deeply
embedded clause); and then take the subpart to be invaarzhtet it influence properties of the next domain (i.e.,dprin
about changes in the existing structure there). Howeveheadest of my knowledge, such serial, local optimization of
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Given that syntactic optimization can be both serial andlldbe question arises of how the
local domain is defined that optimization applies to. (49slia number of options.

(49) Optimization domains
a. sentence (parallel or serial optimization, derivati@naepresentational)
b. minimal clause (e.g., CP; potentially serial optimiaatiderivational)
c. phase (CP, vP (AgrOP), DP): serial optimization, derdral)
d. phrase (XP: serial optimization, derivational)
e. derivational step (serial optimization, derivational)

As noted, the standard assumption OT syntax is that the wdeiéence is subject to a sin-
gle, parallel global optimization procedure (GrimshawqZp Pesetsky (1998), and Legendre,
Smolensky & Wilson (1998); etc.). The output candidatesuemgally taken to be representa-
tions; but they can also be full derivations (as, e.g., inlgt(1997)). In contrast, serial global
optimization of whole sentences is proposed in Wilson (@00 Heck (1998; 2001). Finally,
seriallocal optimization in syntax is closely related to developmenthie minimalist program.
Conceptually, there are trade-offs. An argument for snyatiinoization domains might be this:
The smaller the optimization domain is, the more the coniplef the overall system is re-
duced (i.e., there is a reduction of the size of candidat).s€in the other hand, an argument
for larger optimization domains might be that the larger dipgimization domain is, the less
often optimization procedures have to be carried out. Agsgrthat iterated optimization in
small domains is ultimately cheaper than single optimaratif extremely large domains, one
might perhaps make a case that local optimization is conedlptpreferable. It is also worth
noting that there is evidence outside of language for ogtition of small domains (see, e.g.,
Gigerenzer et al. (1999) on “fast and frugdEcision-makingwhich relies on the availability of
very little information).

However, ultimately empirical arguments are needed tod#gewihether optimization do-
mains should be viewed as small or large (possibly globalfh@rguments are of the following
type: If the ranked constraints have access to more/lasstste, a wrong winner is predicted,
ceteris paribus. All the options in (49) have been pursued aaguments for the specific notion
of optimization domain chosen in each case have typicaltigrtahis form. Let me list a few ex-
amples: (i) Theminimal clausas identified as the optimization domain for syntax in Ackefna
Neeleman’s (1998) study efh-movement in Czech, and in an analysis of extraction frorbver
second clauses in German that | develop in Muller (2003g)A({guments for thephaseas the
optimization domain are presented in Fanselo@dvar’s (2001) investigation of MeN-deletion
in Malay, and in Miller (2000a; 2002), studies that deal vidtpronouns in German. (iii) Next,
the phrase(XP) is argued to be the syntactic optimization domain indtess-linguistic study
of reflexivization (including long-distance reflexivizati) documented in Fischer (2004; 2006);
similarly, the approach to secondary remnant movement ihevi(2000c) and the approach to
wh-movement, superiority, quantifier raising, and sluicimyeloped in Heck & Miiller (2000;
2003) make crucial reference to the phrase as the domaintihiaption. (iv) Finally, em-
pirical arguments for optimization of individudkrivational stepare given in Heck & Miiller
(2007; 2010) (based on gender agreement with dative passéssserman DPs and expletives
in German verb-second clauses), in Miiller (2009) (basedrgatige vs. accusative argument
encoding patterns), in Lahne (2008; 2009) (based on theripatibility of SVO order and erga-

complete LEs has not yet been pursued in OT syntax.
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tive systems of argument encoding), and in Georgi (200%gtan global case splits in Tauya).
In what follows, | will address two arguments for serial,aboptimization in a bit more detail.

4.2 Clauses as Optimization Domains

Ackema & Neeleman (1998) are concerned with multiple qoastbrmation in typologically
different systems. Based on earlier work by a number of agthbey identify two general
possibilities for the analysis of multipleh-movement as it can be found in Slavic languages,
viz. wh-cluster formation (alvh-phrases are adjoined to one, which then undergoes movement
on the one hand and multiple separate movement on the otbech@an be shown to follow the
latter strategy. This must also be the case when multyplenovement applies long-distance,
as in (50) (note that the sequence of frontgephrases can be interrupted by parentheticals and
the like, as in (50), which is incompatible witth-cluster formation).

(50) [vep Co; [vp podle tebe[vp komuw, [vp Petrfekl [cpZe Jandal t t; 11]]] ?
what  according toyou whom Petrsaid thatJangave

The analysis is based on the three constraints in (51). BethA&k and Q- oPEtriggerwh-
movement. Q-MRK requires movement to a designated specifier of a functicesd hwhereas
Q-ScoPEcan be satisfied via movement to a local VP-adjoined positleray is a gradient
version of EEoNOMY that minimizes the length of movement paths (with no moveraeall
emerging as the ideal option).

(51) a. Q-Mark:
Assign [+Q] to a propositional constituent.
(This can only be done by an overt functional head, which in needs to inherit
this capacity in the matrix clause from somve-phrase in its specifier.)

b. Q-XopPE
[+Q]-elements must c-command the constituent represgttigproposition.
Cc. Srav:

Every node crossed by movement induces a violation.

The ranking Q-80PE>> STAY > Q-MARK in Czech predicts multiple separaté-movement
to VP-adjunction sites in matrix questions, as opposeddalwh-cluster formation and move-
ment of thewh-cluster to a specifier position (as it is predicted for Buiga-type languages
where Q-MARK is also ranked high). The reason is that sepaxéitenovements involve shorter
movement paths if the target position is in the same claussveier, if the ultimate target is
outside the minimal clause, and long-distam¢emovement is called for (as in (50)), the anal-
ysis requires local optimization in order to predict thentigutcome. Here is what Ackema and
Neeleman have to say in the footnote where they tackle thenfiat problem:

Evaluation of movement constraints proceeds cyclicalhatls to say, $Ay is first evaluated with
respect to the embedded clause, then to the combinatiorecérttbedded clause and the matrix
clause. In the embedded clausaa® favours separate movement of the twh-expressions [...]
This means that clustering can only take place when theraygée is taken into account, i.e., when
the twowhs have already been adjoined to the embedded VP. Howewenatlonger possible then,
because it would have to take place within the embeddedel@hs initial landing site of thevhs),
which would go against strict cyclicity.

Ackema & Neeleman (1998, fn. 25)
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Thus, optimization first applies to the embedded CP; sge D, (with separate movement)
is optimal because O(with wh-cluster formation and movement to a clause-initial speifi
incurs fatal violations of $ay.

Ta3: Long multiple wh-movement in Czech, optimization of erdbddCP

Input: part of the numeration Q- STAY Q-
SCOPE MARK
0 Os: [cp Ze [vp cO; [vp komuw, [vp Jan dalt to ]]1] i
Os: [cp komw, Ze [yp co; [vp Jan dalt t 1]]] Fokdok |
Os: [cp €O, komw, Ze [yp Jan dal it ] Fokkk | Fekx
Oq4: [cp Ze [vp Jan dal ce komu; ] *

The optimal output @is subsequently taken as the sole input for optimizatiomefatrix
CP; all competing candidates are descendants;ofti@s is signalled by labelling them 1@,
0,4, etc.). Againwh-movement has to apply, and again, separate movement ehargetimal
because it involves shorter movement paths and therebymzies SAvy violations. (Q-MaRK
is now violated, but this is harmless given the ranking.)sTitishown in .

To4: Long multiple wh-movement in Czech, optimization of matiduse

Input: [cp Z2e [yp €Ot [vp komu, Q- STAY Q-
[ve Jan dal t t, ]]]], Petr, Fekl ScopPE MARK
O Ou11: [ve co [vp komu, [vp Petriekl Fkk
[cp Ze [vp ti [vp t2 [ve Jan dal f t2 1111111 il *
O12: [cp coy Tekl [yvp komw, [vp Petr bl
[cp Ze [vp ti [ve t2 [ve Jan dalf t2 1111111 et el
O13: [cp co; komw, Fekl [yp (t; t2) Petr bl
[cp Ze [vp t1 [vp t2 [vp Jan dal { ty ]]]11] k| Ak

If there had not been serial, local optimization of CPs, hthier parallel, global optimization
of the whole sentence as it is standardly assumed, a wrongewimould have been predicted.
In the words of Ackema and Neeleman: “It seems to be predittadwhen the distance to
be covered by thevh-expressions in a multiple question increases, clustgaagn Bulgarian,
with a high-ranked Q-Mark] will be favoured.” This is illustted in 5. The output that would

wrongly predicted to be optimal (due to fewer nodes crossdiadd course of movement overall)
is marked byJ .

To5: Global optimization: Long multiple wh-movement in Czeglgng winner

Input: numeration Q- STAY Q-
ScoPE| MARK

O:: [ve co; [vp komuw, [vp Petriekl
[cp Ze [vp Jan dal  t2 TN e o *

0 Oy: [cp co, komu, Fekl [vp Petr
[cp Ze [vp Jan dal{ t2 1]]] FhFAAKAK
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The underlying logic is this: Two short separate movemerday tve better than a short
movement (creating wh-cluster) plus a longer movement of the cluster. E.g., 2+Bedes
may be crossed in the first case, and 1+5=6 nodes in the seklamdever, two medium-sized
separate movements can still be worse than a short movegreatifig a cluster) and a very
long movement. E.g., 7+7=14 nodes may be crossed in thedsst and 1+10=11 nodes in the
seconcf®

4.3 Derivational Steps as Optimization Domains

Heck & Muller (2007; 2010) suggest that the minimalist preogrand optimality theory can be
fruitfully combined?’ A basic assumption is that syntactic structure is built upvaéonally
and is subject to repeated local optimization: Structwridding and optimization apply in a
cyclic interleaving fashion. More specifically, based oriveqg input, the minimalist operations
Merge, Move, and Agree create various output candidates.«,: the candidate set M. M
is subject to optimization. The optimal output then serves as the input for the next cycle,
and so on, until the final root node has been reached and titensenis complete. Thus, in
this approach every derivational step is subject to opttion?® The empirical arguments for
extremely local optimization domains presented in Heck &8lIsh(2007; 2010) take the follow-
ing form: Sometimes, the order of applying Agree and Mergender-determined. If there are
no simultaneous rule applications in the grammar (see Ep&t&eely (2002); contra Pullum
(1979), Chomsky (2008)), then a conflict arises: Only onéefrt can be executed at each step.
The conflict can be resolved by ranking the requirements: Higleest-ranked requirement is
satisfied immediately; lower-ranked ones are not yet sadisdi the current derivational step.
Such unsatisfiability does not lead to a crash of the deduatind thus suggests an analysis in
terms of violable constraints. However, if the optimizat@omain is larger than the step-level,
then, ceteris paribus, the order of elementary operatinaisi$ imposed by the ranking under
step-level optimization cannot be preserved. This is thengmresult because sentences would
be predicted to be well formed that aren't.

One of the relevant phenomena is the prenominal dative pssseonstruction German,
which is fairly widespread but still considered substaddaee, e.g., Haider (1988), Zifonun
(2004)). Here, a dative-marked possessog BiRows up in SpecD of a matrix BPand there
is evidence that it has been moved there from the complenesitign of the noun (de Vries
(2005), Chomsky (1970)). Din turn is realized by a possessive pronoun with a dual rotes T
root of the pronoun agrees with QR (thepossessgmwith respect to [num(ber)] and [gend(er)];
and theinflectionof the pronoun agrees with its complement NP (plossessujnwith respect
to [num], [gend], and [case]; see (52-a). A basic assumpsidhat the [gend] features of the
possessive pronoun are not inherent; rather, they arendiettt in the course of the derivation,
by Agree relations with gender-bearing nominals; so in @gle, the possibility might arise
that gender agreement were reversed, with the root of theoproagreeing with the possessum
and the inflection agreeing with the possessor. This woubtyi52-b), which needs to be
excluded?®

26 Note that these numbers are given solely for the purpostusfridtion; they may or may not come close to the actual
state of affairs, depending on a variety of further decisiabout clause structure that are orthogonal to presenéomc

27 Also see Pesetsky (1998), Broekhuis & Dekkers (2000), Broisk(2000; 2006; 2008), Fanselow®@avar (2001),
and Heck & Miiller (2000), among others.

28 Also see Epstein & Seely (2002, 77), who argue that “eactstoamational rule application constitutes a ‘phase’.”
29 Taking (52-b) to be a serious competitor of (52-a) is presynaot an artefact of the theory. Young children as
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(52) a. Dbe, [Dpr, dem Fritz ] [p [p, Sein-e] [ne [\ Schwester [4]]]
the MASC.DAT Fritz hisMASC-FEM SiSterrem

b. *[op, [or, dem Fritz][p [p, ihr-@] [ne [\ Schwester [4]]]
the MASC.DAT Fritz herFEM-MASC SiSterFEm

“Fritz’s sister”

The analysis is based on three constraints. First, taee#x CONDITION (AC) demands an
immediate valuation of so far unvalued features on an itethdfstructural context for Agree
(roughly, m-command) is available. Second, themte CoNDITION (MC) requires structure-
building operations (including movement, as an instandetefnal Merge; see Chomsky (2008))
to take place immediately when the structural context fa tiperation is present. And third,
the MINIMAL LINK CONDITION (MLC) states that all grammatical operations (like Agred an
Merge) involve the smallest possible path between two itewdved. By assumption, MLC

is undominated (or belongs toe@), and the ranking for German (or, at least, for derivational
steps in the nominal domain in German) is A&£MC. With this in mind, consider (53), which
is the relevant stage (here call®dstage) of the derivation of the prenominal dative possessor
constructiors?

(53) TheX Stage of the Derivation and the Subsequent Order of Operatio

DP;
/\Dl’
/\
( D, NP
/\
D, infl N DP24qt

[*GEND;:[*] [GEND:fem [GEND:mas¢

1

[®EPPS], [xGEND,:[]
2

At stageX:, various operations could in principle be carried out in tiet step because the
contexts for Agree and Move to apply are all met. Howeveregithe ranking AC> MC,

gender valuation rather than movement has to apply nexgiaed the MLC, gender agreement
must take place between the inflectional part of the posaegsonoun and the head noun of
the construction, which minimizes path lengths for syntagependencies. This is shown in
To6. (Note that AC is still violated once by the optimal output,@he reason is that one gender
feature of the pronoun is still unvalued even though theexdrior Agree to apply is present.)

well as second language learners of German have well-dotechgroblems with getting the two types of gender
agreement (i.e., root vs. inflection) with third-person geEssive pronouns right; see, e.g., Ruff (2000). Furthezmor
gender mistakes with possessive pronouns regularly ogeuria adult speech, and are then frowned upon by language
mavens; see, e.g., Sick (2006, 108).

30 Some remarks on notation*$END,.:[J*], [*GEND;:[J+] are unvalued gender features of the root and inflectional
parts of the possessive pronoun, respectively, that regaiuation by Agree with a gender-bearing nomifiaEPRs]

is a property of the possessive pronoun that triggers moneofehe possessor BRo SpecD, yielding the eventual
surface order of constitutents.
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Tog: Valuation of inflection’s gender, step T @s input): Agree (with possessum NP)

Input: [/ DpxGEND,:[4, [+GEND;: K], [#EPPS] - - -
‘- -[NP N[GEND:fen] DP2[GEND:mas¢ ]] MLC |AC|MC
0O:: [D’1 Di+GEND,:[J+], [GEND; :fent, [eEPF] - - -
s [NP N[GEND:fen] DP2[GEND:mas¢ ]]
0,: [D’1 DicEND, :fem, [+GEND;:[}], [$EPPe] - - -
e [NP N[GEND:fen] DP2[GEND:mas¢ ]]
Os: [pp, DP2cenD:mast DixGEND,:[3+], [+ GEND;:[] -« - -
... Inp Niceno:fem t2 1]

*] * *

*%|

The optimal output @of this optimization is then used as the input for the nexirojaation
procedure. As before, agreement is given preference to meneof DR (because of AC
> MC), resulting in valuation of the remaining gender featarethe root of the possessive
pronoun; see 7.

To7: Valuation of root’s gender, step 2: Agree (with possessBj D

Input: [D’1 D [+GEND,:[], [GEND;:fen], [eEPPS] - - -
... [np Nicenp:femy DP2jcenp:masg |1 MLC |AC|MC
0 On1: [D'1 DiGEND,:masg, [GEND;:fent, [¢EPPS] - - -
s [NP N[GEND:fen] DPQ[GEND:maS¢ ]]
O12: [pr, DP2jcenD:mast DicEnD,:masg, [GEND;:fem - - -
... [np Nicenpfem t2 ]

*|

Finally, movement can and must take placej{n Tog is the sole remaining candidate (at
least among those that have any chance of becoming optifted)cesulting order of operations
is illustrated by numbered arrows in (53).

Tog: Possessor raising, step 3: Move

Input: [, Dicen,:masg, [GEND; fend, [eEPPS] - - -
-+ [np Nicenp:fem) DP2ienp:mast | MLC |AC|MC

0 O111: [pp, DP2 Dicenp, :masg, [cEND;:fen - - -
... [np Niceno:fen t2 1]

Suppose now that optimization applied to phrases, to phasekuses, or to full sentences
—i.e., to any domain that is larger than the derivationad.sée optimal DP will always involve
raising of DR,,;. But with DP,,; raised, both DE,; and NP are equally close to the pronoun;
theinputfor optimization will then involve the full structure in ($3after movement to SpecD.
Now, ceteris paribus, the unvalued gender feature on theciidhal part of the pronoun can
receive value [masc], which derives (52-b). Thus, the apgii@vergenerates; seeyTwhere
O in addition to Q is wrongly classified as optimal.

From a more general perspective, the argument presentedstestandardounter-feeding
argument against strictly representational analyses Ceensky (1975), Kiparsky (1973)):
Movement of DB to SpeclQ could in principle feed agreement of the inflectional part of



OPTIMALITY -THEORETICSYNTAX 41

Tag: DP (VP, CP, ...) optimization: wrong result

Input: Dj«ceND, 3], [+ GEND;:[I], [sEPFe]
[np Nicenp:fem DP2[cenD:mast ] MLC |AC|MC |LR
0 O1: [bp, DP2jcenp:masg DicenD,:mast, [GEND;:fen] - - -
... Inp Nicenp:fem t2 1]
0 Oz: [pp, DP3[ceEnD:mas¢ DicenD, fen, [GEND;:masg - - -
... Inp Nicenp:fem t2 1]
O3: [pp, DicenD,:masg, [GEND;:fen]s [eEPRS] - - -
s [NP N[GEND:ferT] DP2[GEND:maS(]: ]]
Oy4: [pp, DPycenD:masg Di+GEND, 3+, [GEND;:fen] - - -
...[np Nicenp:fen t2 1]

*|

*|

D; with the possessor DPbut such movement comes too late in the derivation and fibrere
doesn’t. Many arguments for serial local optimization &frénis general type, involving either
counter-feeding (where properties of the ultimate outpptesentation suggest that an operation
should have been able to apply even though it could not, theorebeing that the context for
application was not yet there at the crucial stage of thevdoin) or counter-bleeding (where
properties of the ultimate output representation sugdestan operation should not have been
able to legimately apply even though evidently it could, is@son being that the properties that
would block it were not there at an earlier stage in the dédw.

4.4 Problems for Local Domains for Competition Resolution

Serial local optimization makes a number of interestingdjmtéons, opens up new areas for
research, and chimes in well with recent developments imihénalist program. Nevertheless,
it faces challenges in domains where it looks as though nmdoermation must be available for
optimization procedures than would be permitted undei logamization.Repairor last resort
phenomenathat seem to involve long-distance dependelikéeesumptive pronouns in island
contexts and instances of long-distance binding, are aicg@sent. Thus, recall from subsection
2.2 that resumptive pronouns that show up with movementrtpecies across islands (and
only there) can straightforwardly be analyzed in terms of &’involving a violation of a Bp
constraint (like NCLUSIVENESS that may become optimal only if all competing outputs viela
higher-ranked constraints (i.e., those that trigger mammand those that block movement
across an island). However, there is a problem with a naauester of the standard (parallel,
global) OT approach to resumptive pronouns to a serial |I@3ahpproach: On the one hand,
the crucial decision (trace or resumptive pronoun) must bdewery earlyin the derivation,
when only little structure is present yet. On the other hamdisland that serves as the trigger
for last-resort resumption may conggite latein the derivation; the island may be separated
from the extraction site by a huge amount of interveningcstme. Consequently, the island
will typically be too far away from the extraction site to sessfully trigger resumption. The
problem is illustrated in (54).

(54) ?(the man) who(m) | don’t believgg, the claim that anyone thinks that Mary believes that
Bill [ cp, said that Johnp, t [vp, Saw him ]]]]

Here, VR, is the domain where the decision must be made under extrdaesalloptimization
of derivational steps (or of phrases);sviB the domain if phases are optimization domains; and
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the decision must be made in £®clauses are optimization domains. However, the domain in
which the relevant information (viz., presence of an isjdmetomes available is QPwhich is
far beyond any of the local domains for optimization thatdhaeen proposed.

One can either consider problems of this type to be fatalneraan take them to pose an
interesting challenge to the local optimization entemariéssuming the latter, there are various
ways to look for solutions. For instance, it has been propdisat morphological realization in
(extended) chains permits exceptions to the Strict Cycled@imn (see Chomsky (1973)), so
that the derivation may in fact backtrack, and selectivéigirge earlier material (see particu-
larly Fischer’s (2006) local OT approach to binding in terofig ‘wormhole theory'}! Alter-
natively, one might argue that the relevant informatiom@arning islands) is in fact already
present presyntactically (in the numeration); the denisian be made before syntactic deriva-
tions starts? Irrespective of these considerations, though, data lik¢ ¢Eiggest that potential
problems with local optimization arise independently af #xact size of the optimization do-
main (given that it is not the entire sentence). Arguablycfinceptual reasons, this might then
favour the choice of the smallest possible optimization dimmat least as a plausible research
strategy.

5. Conclusion

What is the current status of OT syntax in the field of linga&? One cannot help but notice
that as a common research program, OT syntax is not welloiaigonsiderations support this
conclusion: First, at the time of writing, there do not seenbé¢ regular workshops expressly
devoted to OT syntax anymo?e Second, very few OT syntax papers have appeared in leading
journals over the last few years. Third, the few papers thaehappeared in leading journals
in the last years do not seem to share common research goaist tackle similar questions,
and regularly do not cite other recent work in OT syntax. Houvhereas new edited volumes
with a focus on OT syntax came out on a regular basis for some see, e.g., Archangeli &
Langendoen (1997), Dekkers et al. (2001), Fanselow & FEQZR), Legendre, Grimshaw &
Vikner (1998), Miiller & Sternefeld (2001b), Sells (2001 h)s seems to have all but stopp¥d.
Fifth, few influential dissertations on OT syntax have appédén recent years (since, say, Zepter
(2004), Engels (2004), Fischer (2004)), and virtually n(asfar as | can tell) in the US. All this
is very different from the situation in morphology, semastipragmatics (here see particularly
the work on bidirectional OT going back to Blutner (2000) alégjer & Blutner (2000)) and,
especially, phonology, where OT thrives to this day.

31 Also compare multidominance approaches to movement, wieighire a similar assumption; see Gartner (2002),
Frampton (2004), among others.

32 |n this context, see Boeckx’s (2010) objection to minintadipproaches where most syntactic operations are deter-
mined by the properties of lexical items (e.g., their sttetbuilding and probe features), and where syntax “bjindl
follows lexical instructions”. If he is right, solving thedality problem with resumptive pronouns should be stitfigh
ward in such an approach.

33 There were such workshops on OT syntax between 1997 and afghally initiated by Sten Vikner at Stuttgart
University, and there were several such meetings in the Wiseisecond half of the last decade.

34 Note also that the working paper volumes Vogel & Broekhu0@) and Broekhuis & Vogel (2008) on “Optimality
Theory and Minimalism” both have only few contributions tttmight rightfully be subsumed under the label “OT
syntax”. Also, the book serie&dvances in Optimality Theorgdited by Ellen Woolford and Armin Mester (Equinox
publishing), does not seem to have a single volume yet thatdime (mainly) on syntax, let alone a syntax monograph.
However, it can be noted that a volume (mainly) on OT syntarrfehough it is to some extent based on the earlier
two working paper volumes) is advertised for November 2Qlihguistic Derivations and Filteringedited by Hans
Broekhuis and Ralf Vogel.
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Thus, the immediate prospects for OT syntax as a self-seffficviable research programme
can be viewed as bleak. However, there is a legacy of OT syrtag sense, it lives on in
other theories. In particular, its key mechanisms are ioitplh much recent (and not so re-
cent) work in the Principles and Parameters tradition, gotihtzation procedures arguably
form an important part of the minimalist program, even thotigs is typically not acknowl-
edged. For reasons of space, | cannot possibly go througbhsdasitial number of the cases of
“hidden” optimization here, or provide detailed arguméintato support the claim that hid-
den optimization is often involved in work that purports to @ithout optimization; but it
is clear that many of the relevant analyses are concernddpkiénomena that suggest con-
straint conflict, repair (last resort), or defaults. Let noafine myself to listing a few examples
where implicit optimization procedures (that must be cared with violable and ranked con-
straints if made explicit) show up in work in the Principlegla@Parameters tradition. In Muller
(2000Db), I argue for hidden optimization in Chomsky'’s (1p8malysis of pronoun vs. PRO in
English gerunds based on the transderivational constkaditl Pronoun (reconstructed ranking:
OBLCONTROL > *PRON); in Haegeman'’s (1995) analysis of pro vs. overt pronoundagrop
languages based on Avoid Pronoun (reconstructed ranking/PRO > *PRON); in Stechow
& Sternefeld’s (1988) analysis of lexical vs. structurahttol in German (reconstructed rank-
ing: FAITH(LEX) > OBLCONTROL); in Kayne’s (1994) analysis of complementizer-finality
and the absence of ovextrmovement in Japanese (reconstructed ranking: RPFC> WH-
CRrIT); in Grewendorf’s (2001) analysis of multipleh-questions in German (reconstructed
ranking: *COMPLEX-WH > WH-REAL); and in Roberts’s (1997) approach to phonological re-
alization in head chains (reconstructed rankingoh@®LEXHEAD > HEAD-REAL). In Heck,
Miiller & Trommer (2008), we show that analysis of definitenesarking in Swedish DPs in
Embick & Noyer (2001) relies on an implicit ranking of var®aonstraints: N-BF, D-DEF,
HMC > N-To-D > *DISSOCIATION, FULL-INT. Lahne (2009) obsaerves that the analysis of
Agree relations in Haegeman & Lohndal (2008) depends onkirrgMINIMALITY , FEATURE
MATCHING > AGREE Samek-Lodovici (2006) points out that the analysis ofregrand weak
pronouns in Cardinaletti & Starke (1999) is ultimately khea a ranking @ECK-F, PARSE >
*STRUC > STAY. And so on.

As remarked above, optimization procedures play an importde in the minimalist pro-
gram, independently of particular analyses of linguistiepomena of the type just mentioned.
First, earlier versions of the minimalist program regul@rinployed transderivational constraints
like Fewest Steps and Shortest Paths, which involve opaitioiz of a type that is very similar
to that adopted in standard OT (see Miiller & Sternefeld (20@dr an overview, and Chomsky
(1993; 1995), Collins (1994), and BoskoyiL997) for some relevant cases). Second, at the heart
of the minimalist program are elementary operations likeekgMerge, Move, Delete, Transfer,
and Select. Given that each operation is supposed to applyoaisas its context for application
is present (a general Earliness requirement on derivatitisclear that there will be conflicts.
These conflicts have to be resolved by postulating rankidgrinimal violability of constraints.
This is what Heck & Muller (2007; 2010) argue for in the caseAgfee vs. Move (or, more
generally, Agree vs. Merge; see above). A far more widespirgaraction of requirements for
elementare operations concerns Merge vs. Move operatisribey have been discussed under
the label of “Merge before Move” in Chomsky (1995; 2000; 20P005), Frampton & Gutman
(1999), Hornstein (2001; 2009) and many other minimalistlyses, for a variety of phenom-
ena including expletive sentences and adjunct controkslariginal conception, Merge before
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Move is a transderivational constraint. Frampton & GutmE#0Q) suggest the formulation in
(55), which brings the constraint closer to the perspectil@pted in the previous section.

(55) Merge before Move
Suppose that the derivation has reached skgeandy, ;; is a legitimate instance of
Merge, and®;, , , is a legitimate instance of Move. Theh,,,; is to be preferred over
!/

S

The optimality-theoretic reconstruction is straightfand: A MERGE CONDITION outranks a
more specific MvE CONDITION, as in (56), with the derivational step as the (extremelgllpc
optimization domair¥®

(56) a. MERGECONDITION (MC):
Merge (external Merge) applies if its context for applioatis met.
b. Move ConDITION (MoveC):
Move (internal Merge) applies if its context for applicatiis met.

Does the ranking that is required to derive the effects of [&lve to be universal, or can it be
reversed in principle (as suggested by Broekhuis & Kloo&801))? If the latter is the case,
can the ranking vary from one syntactic domain (or categmrgnother one? At present, these
are open questions which, however, strike me as quite impgrand which should definitely
incite further interesting research.

Another example illustrating hidden optimization in coeets of minimalist syntax concerns
the Inclusiveness condition adopted in Chomsky (2001) amchnsubsequent related work (see
above). An NCLUSIVENESSconstraint demands that nothing may enter the syntactieader
tion which is not part of the original numeration; howevéistDeP-type constraint must be
minimally violable in favour of the requirement that intezdiate steps of successive-cyclic
movement proceed viadge feature insertiorEdge features on phase heads are not part of the
numeration. Arguably, the same conclusion can be drawrhfomechanism dieature valu-
ation as part of Agree; the copy mechanism required here givedaiaestraightforward Bp
violation. Similarly, thecopy theory of moveme(@homsky (1993)) would seem to systemati-
cally require violability of NCLUSIVENESS

Finally, it is worth pointing out that implicit optimizatioin the minimalist program is not
confined to conflicting demands imposed by basic operatiéias.instance, an idea that has
been widely pursued in recent years is that attempts atingrout an Agree operation may in
principle fail without necessarily giving rise to ungrammality. Rather, a second, different
attempt can be made to establish an Agree operation; see &é&ez& (2009), Boskowd
(2009), and Patel (2010), among others, on such “second-&gree” (Georgi (2010) even
argues for “third-cycle Agree” effects). This clearly pupposes violability of the constraint
that triggers Agree in a well-formed output.

Thus, OT syntax may be sendangered as a research prograrngensus, but based on
the preceding remarks, | would like to contend that ministadiyntax is inherently optimality-
theoretic at its very core. Independently of this, OT syrigain my view, well worth pursuing,
and not just for the more obvious reasons having to do witlexigtence of repair phenomena,
constraint conflict, and default forms in natural languad@$ syntax permits a radically new
perspective on various kinds of phenomena, one that woulteavailable in approaches that

35 The MC put to use in subsection 4.3 would have to be adaptestdingly.
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do not envisage constraint violability and constraint iagk To see this, consider, finally, the
gist of the account oWh-island effects developed in Legendre, Smolensky & Wilst®og);
unlike most other accounts, this analysis does not rely amaept of intervention (as in Rizzi
(1990; 2004)). In this alternative accouall, movement from an embedded clause significantly
violates locality constraints. Such a violation is fatathié ultimate target position of theh-
phrase that is supposed to undergo long-distance moveraertiec changed from the matrix
clause to the embedded clause without triggering a vialatioselection requirements. This
is possible, hence obligatory, with embedaedclauses, which are objects of [+wh]-selecting
verbs. However, such a locality violation with movementfira clause is permissible as a last
resort if the ultimate target position of thé-phrase that is supposed to undergo long-distance
movement cannot be relocated to the embedded clause witiotating selection requirements.
This is the case with embedded declarative clauses, whicblgects of [-wh]-selecting verbs.
So, surprisingly, whatules out whisland constructions is the fact that a violation of logali
can be avoidetdy relocating thevh-scope to the embedded clause; and vpieginitsextraction
from declarative complements is the fact that a violatiohooflity cannot be avoidethere.
Evidently, there is no room for elegant and highly innovatieasonings of this type in non-
optimality-theoretic approaches. For reasons like thisgreaissance of OT syntax, however
unlikely, might do the field good.
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